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ABSTRACT 
 

MOLECULAR DYNAMICS STUDIES ON WETTING BEHAVIOR OF 

SILICON SURFACES AND HEAT TRANSFER CHARACTERISTICS 

OF ELECTROLYTE SOLUTION FILLED SILICON                      

NANO-CHANNELS 

 

 Silicon has always been of interest to researchers from various fields, especially 

the semiconductor industry. Silicon and silicon-based materials are frequently used in 

integrated circuits and micro/nano-electro-mechanical systems. Interfacial phenomena 

between phases is important for these applications. In this study, surface wetting and heat 

transfer at the solid/liquid interfacial region were investigated using the Molecular 

Dynamics method. The control of wetting was examined by changing silicon structure at 

single crystal and amorphous forms and was correlated with the surface coating thickness. 

Contact angles on both single crystal and amorphous surfaces were calculated. To 

understand the molecular regions affecting the contact angle, the near interface height 

parameter was defined as the distance from the surface. Then, interface densities and 

contact angles of single crystal and amorphous structures were calculated at each height 

parameter. We defined an effective range of intermolecular forces for the control of 

wetting. Second, heat transfer characteristics at water/silicon interfaces were examined. 

Solid/liquid interface is important to determine heat transfer at nanoscale. We focused on 

the influence of ionic conditions on heat transfer for a water-NaCl solution between two 

silicon walls. The surface charge density showed variation by ionic condition. We 

calculated surface charges naturally forming at the corresponding electrolyte 

concentration. With the increase in salinity, the electrolyte solution density increased and 

thermal conductivity decreased. Results showed good agreement with the experimental 

measurements. Additionally, we observed a 35% increase in heat transfer due to a 

decrease in interfacial thermal resistance by increasing ionic concentration to the highest 

salinity value of standard conditions. Heat transfer at solid/liquid interface characterized 

by Kapitza length was correlated with the salinity. 

 

Keywords: Solid/Liquid Interfacial Phenomena, Wetting, Nanoscale Heat Transfer, 

Molecular Dynamics   
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ÖZET 
 

SİLİKON YÜZEYLERİN ISLATMA DAVRANIŞLARI VE 

ELEKTROLİT ÇÖZELTİSİ DOLU SİLİKON NANO-KANALLARIN ISI 

TRANSFER ÖZELLİKLERİ ÜZERİNE MOLEKÜLER DİNAMİK 

ÇALIŞMALARI 

 

Silikon, özellikle yarı iletken endüstrisi başta olmak üzere çeşitli alanlardaki 

araştırmacıların ilgisini çekmiştir. Silikon ve silikon bazlı malzemeler, entegre devrelerde 

ve mikro/nano-elektro-mekanik sistemlerde sıklıkla kullanılır. Fazlar arasındaki arayüzey 

olayları bu uygulamalar için önemlidir. Bu çalışmada katı/sıvı arayüzey bölgesindeki 

yüzey ıslatma ve ısı transferi Moleküler Dinamik yöntemi kullanılarak araştırılmıştır. 

Islatmanın kontrolü, farklı silikon tek taneli ve amorf yüzeyler kullanılarak incelenmiş ve 

yüzey kaplama kalınlığı ile ilişkilendirilmiştir. Hem tek taneli hem de amorf yüzeylerin 

su damlacıkları ile yaptığı temas açısı ölçülmüştür. Temas açısını etkileyen moleküler 

bölgeleri anlamak için, arayüz yükseklik parametresi yüzeyden uzaklık olarak tanımlandı. 

Daha sonra, her yükseklik parametresinde tek taneli ve amorf yapıların arayüz 

yoğunlukları ve temas açıları hesaplandı. Islanmanın kontrolü için etkili bir moleküller 

arası kuvvet aralığı tanımladık. İkinci olarak, su/silikon arayüzlerinde ısı transfer 

karakteristikleri incelendi. Nano boyutlarda ısı transferini belirlemek için katı/sıvı arayüz 

özellikleri önemlidir. İki silikon duvar arasına doldurulan su-NaCl çözeltisi için iyonik 

koşulların ısı transferi üzerindeki etkisine odaklandık. Yüzey yük yoğunluğu iyonik 

koşullara göre değişiklik gösterdiğinden, karşılık gelen elektrolit konsantrasyonunda 

doğal olarak oluşan yüzey yüklerini hesapladık. Tuzluluk artışı ile elektrolit çözeltisi 

yoğunluğu artmış ve termal iletkenlik azalmış olup sonuçlar ise deneysel ölçümlerle iyi 

uyum göstermiştir. Ayrıca, artan iyonik konsantrasyonu ile arayüzey ısıl direncinin 

azalması nedeniyle ısı transferinde % 35 artış gözlemledik. Katı/sıvı ara yüzeyindeki ısı 

transferi, tuzluluk değişimiyle ile ilişkilendirilen Kapitza uzunluğu ile karakterize 

edilmiştir. 

 

Anahtar Kelimeler:  Katı/Sıvı Arayüz Olayları, Islanma, Nano Boyutta Isı Transferi, 

Moleküler Dinamik 
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CHAPTER 1 

 

 

INTRODUCTION 

The study of materials at the atomic, molecular level between 1-100 nm 

dimensions is called nanoscience, and the design, characterization, modeling, and 

production of these dimensions are called nanotechnology and nanotechnology is a 

science that requires interdisciplinary study of chemistry, photonics, materials, and 

engineering. With the development of technology and production methods, the need for 

nanoscale engineering studies has increased. Nanoscale studies that can be seen in various 

disciplines of engineering, chemical engineering; in catalysts1, surface science in 

catalysis2, electric-electronic engineering; in nanophotonic3, civil engineering; in 

environmental nanoscience4 and mechanical engineering; in nanofluidics, 

nanofabrication, mechanical behavior of materials, nanotribology at interfaces, nanoscale 

energy transport5–7. Nanoscale engineering studies can provide advantages in areas such 

as energy conservation, energy storage, and lighter and more durable material. However, 

there are physical behaviors at nanoscales that are not fully understood, and in 

engineering studies where calculations at the molecular level are required, the physical 

behavior of the nanoscales needs to be examined and modeled. 

In this thesis; the wettability of the silicon surfaces and the effect of ion 

concentration on heat transfer will be examined at the molecular level. 

1.1. Wettability at Nanoscale 

In recent years, both experimental and numerical works have been studied to 

research the properties of materials. In the literature, some different materials are used as 

surface material like etched-HMDS8, graphene-coated silicon9, titanium dioxide10 and in 

such studies, silicon is one of the most preferred materials as surface material. Silicon has 

a wide range of applications like microchips, glass, biomedical. Nevertheless, due to the 

complex structure of the silicon and its amorphous state, it is necessary to investigate at 

nanoscales.  
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Wetting studies are prominent studies for understanding the surface tension of 

silicon11. The contact angle is a property of wettability and is found by calculating the 

molecular interactions of solid, liquid, and gas interfaces. The wetting angle is calculated 

by the dual surface tensions between these three phases. It can be written by Young's 

equation12 as seen in Figure 1.1. 

 

 

 

Figure 1.1. Wetting angle measurement based on surface tensions. 

 

 

ɣLV, ɣSV, ɣSL, mean interfacial tension between liquid/vapor, solid/vapor,            

solid-liquid, respectively.  θ is wetting angle and Young-Dupre equation12 can be written 

depending on these parameters as (Equation 1.1): 

 

𝛾𝑆𝑉 = 𝛾𝑆𝐿 + 𝛾𝐿𝑉 cos 𝜃 (1.1) 

 

Using this classical Young-Dupre equation gives correct results for the macro 

scale but, it cannot be seen precision results for the nanoscale with this equation. This is 

because the force interactions that can be neglected at macroscales increase the effect 

percentage at nanoscales. The Young-Dupre equation should be modified (Equation 1.2) 

because of the line tension that shows its effect more at nanoscales and that cannot be 

neglected13. 

 

𝛾𝑆𝑉 = 𝛾𝑆𝐿 + 𝛾𝐿𝑉 cos 𝜃 +  
𝜏

𝑟𝐵
 

 

(1.2) 

In Equation 1.2 τ and 𝑟𝐵 mean line tension and base radius of the droplet. 

According to the equation, a surface type is mainly categorized into two groups which 

are hydrophilic and hydrophobic surfaces. 90 degree is a critical point for this issue and 

it is said that contact angle is less and more than 90 degrees for hydrophilic and 

Solid

Liquid
Vapor θ
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hydrophobic surfaces, respectively. Additionally, super hydrophilic and 

superhydrophobic mean that contact angle is less than 10 degrees and more than 150 

degrees, respectively. On hydrophilic surfaces, water spreads on the surface, while on 

hydrophobic surfaces, the water stays on the surface in the form of drops. Hydrophilic 

and hydrophobic surfaces are determined according to the usage area. For example; while 

hydrophilic surfaces provide advantages in heat transfer applications, paint and coating 

studies, hydrophobic surfaces are preferred in areas where water repellent properties such 

as corrosion are desired.  

 

 

 

Figure 1.2. (a) Graphene coated silicon and (b) illustration of the water droplet on the 

graphene-coated silicon surface9. 

 

 

It is desired to be able to control the wetting behavior of the surfaces and surface 

coating is an application frequently used by researchers. Wetting transparency is tried to 

be understood by using the surface coating method. In this respect, graphene-coated 

materials can be given as examples as illustrated in Figure 1.2. The wetting permeability 

study of graphene was carried out by MD and experimentally comparatively and for the 

first time by Rafiee et al14. In their study, contact angle variation was investigated using 

single and multiple graphene layers on copper, gold, silicon, and glass surfaces. Although 

the single graphene layer acts on the glass surface, multiple graphene layers showed an 

effect on copper, silicon, and gold surfaces. Then, the effect of additive single and 

multiple CDW-grown graphene layers on the contact angle was shown by Raj et al15. 

Copper, silicon oxide, and glass were used as a surface, and while it was observed that 

the variation of the contact angle is greater in the single graphene layer than the coating 

of the surface with multiple graphene layers. Different materials were used as coatings or 

(a) (b)
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layers in the literature like magnesium fluoride (MgF2)
16, tungsten disulfide, and 

molybdenum disulfide17, poly-coated surfaces18, and molybdenum disulfide19. At 

nanoscale studies, researchers20–22 showed that density of atoms at a solid/liquid interface 

cause varying wetting angle between solid and liquid. Considering wetting transparency, 

the effect of the solid molecule distribution near the liquid on the wetting property should 

be examined. In other words, solid molecules that cause wetting should be detected. 

The experiments are tried to understand the connections between wetting physics 

and structures, but the equations developed at macro-scales do not fully solve these 

problems. Wetting movements take place at the nanoscale and these theories should be 

examined and characterized at the molecular level. 

1.2. Heat Transfer at Nanoscale 

Heat transfer studies are increasing day by day with the increase in production 

capacity and energy demand. Developments in heat transfer not only increase energy 

efficiency but also increase the lifetime of the materials by reducing processing times in 

industrial applications. Today, the cooling process is required for small-sized devices 

exposed to high heat such as aerospace, biomechanics, electronic components, and laser 

applications used in the industry. Efficient designs should be developed for heat transfer 

in these devices and as the size gets smaller, more careful heat calculations are required. 

Moreover, heat transfer at the nanoscale is a critical parameter for thermal management, 

efficiency, and reliability of the system. Due to their low thermal properties, high 

efficiency may not be obtained in new generation productions with conventional heat 

transfer applications. For this reason, liquid cooling is preferred in high heat applications. 

In the two last decades, researchers have shown that this can be avoided with nanoscale 

heat transfer studies. For example; critical heat flux for nanofluids, heat transfer 

characterization of nanofluidics, using nanofluids in a microchannel, nanofluids in space 

applications by Wu and Zhao23, Mohammed et al.24, Saidur et al.25 and Wang and 

Mujumdar et al.26, respectively. 

There are two common ways to increase heat transfer efficiency; these are 

increasing the surface area and thermal conductivity. However, increasing the surface 

area due to the geometry of the materials to be designed is the second choice at the 

nanoscale and therefore, thermal conductivity studies are more precedent. Thermal 



  5 

 

properties and heat transfer capabilities of nanofluids used in energy applications have 

gained importance. Commonly used liquid coolants like water, oil, etc. are not successful 

at nanoscale heat transfer applications, so adding particles are generally preferred at the 

nanoscale system to increase thermal conductivity. Because of the problems in the 

practical applications of microfluidics, these particles are generally at the nanoscale. 

Some parameters such as concentration, pH, and size influence the thermal conductivity 

of fluid at the nanoscale.  To give some examples from the literature, the effect of 

temperature on thermal conductivity of CNT nanofluids was investigated and shown that 

thermal conductivity increase while temperature increased. Besides, they found a critical 

point for the temperature to observe linearity or nonlinearity27. Then, nonmetallic 

nanoparticles were used with a fractal model to predict effective thermal properties28. Not 

only the effective conductivity but also the effect of the volume and size of the particles 

on the thermal conductivity was investigated29. Except for conductivity studies, St-Gelais 

and coworkers30 did not only analyze nanoscale heat transfer but also predicted that 

nanoscale heat could be converted into electrical energy. Until now academic studies 

about thermal conductivity is explained in this study but, understanding properties of 

thermal management is very important for industrial application such as computer 

technology, heat pipes, vehicle engines31.  

 

 

 
Figure 1.3. Illustration of increased heat transfer due to the gap in nanomaterials30 

 

 

Although the thermal conductivity is increased with nanofluid in large-scale 

systems such as nuclear reactors, automotive, there is a thermal transport problem in 

nanoscale devices such as microchips. That’s why, surface interactions gain great 

importance due to the small size of the materials at nanoscale studies. Interfacial 

phenomena of materials at nanoscale devices must be investigated to correct 

characterization of thermal resistance because, interfacial thermal resistance plays a 

significant role for understanding nanoscale thermal conductivity studies. In the literature, 

31
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there are some studies about between solid, liquid and gas phase interaction like that 

solid/liquid, liquid/gas and solid/solid interfacial thermal resistance were investigated 

using metallic surfaces/water, n-dodecane vapor/liquid and aluminum/silicon by Vo and 

Kim32, Xie et al.33 and Hopkins et al.34, respectively. Researchers focus on interactions of 

mismatch materials in these given examples because, as presented in Figure 1.4 shows 

temperature jumps are observed at interface of mismatch materials by the reason of the 

intermolecular interactions.  

 

 

 
Figure 1.4. Temperature jump and Kapitza length at interfaces. 

 

 

Interface thermal resistance is effective in nanoscale heat transfer studies because 

of the insufficient of continuum theories. It is noted that thermal boundary resistance is 

different from contact resistance and there is a temperature discontinuity between 

dissimilar materials and it is described as interface thermal resistance. Temperature jumps 

observed between nanoscales interfaces (see Figure 1.4) can be explained with thermal 

resistance. Kapitza35 expressed the effect of the interface resistance length at solid / liquid 

interface in heat transfer studies, and therefore the interface thermal resistance (ITR) and 

thermal boundary resistance are called as Kapitza resistance. It gives some hints about 

near surface physical phenomena and Kapitza length (Lk) is calculated by the heat flux 

applied to the interface of two mismatch materials. While low ITR is desired feature for 

production of microelectronic devices, high ITR is desired in requirement of insulated 

surface as in the production of jet engines. As experimentally, Ge et al.36 investigated 

thermal boundary conductance for hydrophilic and hydrophobic surfaces and they found 

that value of thermal boundary conductance for hydrophilic surface is higher than 

hydrophobic surfaces. Then, Schmidt et al.37 showed that the interface thermal resistance 
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changes with surfactant concentration using CTAB coated gold nanorods. However, 

experimental studies have not developed enough to fully resolve at the nanoscale 

parameters and more theoretical study should be done at nanoscale. That’s why, 

modelling of the system should be done at molecular level to understand interfacial 

phenomenon and intermolecular interactions. Numerical simulations help to calculate 

results before preparing experiment setup. Thermal transport between the semiconductor 

materials and the metal surface is especially important because it is used in the fabrication 

of electronic equipment and in such devices, heat must be transferred from the device. 

Using the molecular dynamic method, Berber et al.38 found the thermal conductivity of 

the carbon nanotubes to be very high and has been the subject of research for many 

researchers. It has been shown that interactions in the interface of silicon, which are 

frequently used in microelectronics, change the thermal transport and affect the heat 

dissipation process. Hence, it is more accurate to perform interfacial investigation for 

both surface wettability and thermal transport, which affect Kapitza resistance. 

Kapitza resistance or ITR calculated between the surfaces of dismatch materials 

can be predicted with different models, and the commonly used models are Acoustic 

Mismatch Model and Diffuse Mismatch Model. They predict thermal resistance at 

solid/liquid interface with different methods. In both models, predictions are made within 

the frame of phonon transfer and phonon scattering at interface is negligible in acoustic 

mismatch model39, while in diffuse mismatch model40 predict completely phonon 

scattering at the interfaces. Additionally, acoustic mismatch model considers high 

interface thermal resistance while diffuse mismatch model considers low interface 

thermal resistance. Information of detail of atomic level cannot predicted by using AMM 

and DMM. That’s why, as an alternative to phonon transport, Molecular Dynamics 

Simulation techniques are frequently used a method at liquid / solid interface thermal 

resistance approach because, Molecular Dynamic Simulation works at the atomic level 

and it gives properties of atomic level such as chemical bond, geometry. MD continuum 

based also is not in need of equations and laws. In literature, most of Kapitza resistance 

studies at solid/liquid interface using MD can be observed.  MD studies are mainly 

divided two groups to calculate thermal properties and these are Non-equilibrium 

Molecular Dynamics and Equilibrium Molecular Dynamics. Fluctuation of forces and 

analyze of them can be observed with using EMD. Important effects can be differentiated 

between large effects and minor effects with NEMD and averaging data are stored divided 

to bin of system. Data storage is a critical issue for MD simulations in respect to memory.  
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Arima et al.41 found that results from NEMD were effective compare to EMD. They also 

showed thermal conductivity with fluctuations and less CPU requirements using NEMD. 

Additionally, NEMD is an effective algorithm for short-range interactions using in 

Lennard Jones. In this study, NEMD will be chosen to calculate and observe thermal 

properties at interface of silicon nanochannel. 

As mentioned above paragraphs, silicon walls are used as solid surface for heat 

transfer analyzing in this study. In the literature, there are studies about water systems 

confined between silicon walls using molecular dynamic simulations. Yenigun and 

Barisik42 were investigated effect of solid thickness on thermal properties with using 

silicon/water system and they found that thermal conductivity increases with increased 

thickness of silicon walls. In contrast, Kapitza length decreases with increasing thickness. 

It has been shown that the wall temperature for the silicon / water nanochannel was not 

cause much change in Kapitza length43. In the study in which the effect of thermal 

oscillation frequency ratio to ITR was examined, it was shown that LK increases as 

thermal oscillation frequency ratio is increasing44. The effect of silicon added to the 

graphene layer on the thermal property is that when several silicones are added to the 

layer, the thermal conductivity increases but decreases when more than a certain number 

is added45. 

1.3. Electrolyte Solution 

The materials that conduct electricity when it melts or dissolves in water are called 

electrolytes. In other saying, electrolyte solution is the solution formed by dissolving ionic 

compounds that dissolve into ions by dissolving in water. Conduction of the electric 

current occurs by the ionic compounds dissolved in water by moving the charged particles 

+ and - in the solution. All ionic bound compounds and some polar covalent substances 

have electrolyte properties. For example; since there is no charge in pure water, it does 

not conduct. As another example is that sugar water can be given because, when the sugar 

water dissolves in water, it does not conduct electricity because it is separated into its 

molecules. Besides, acid, base and salt solution can be given as electrolyte samples. In 

this study, NaCl ion concentration will be used as electrolyte solution and when the salt 

(NaCl) solution dissolves in water, Na cation and Cl anion are formed in Equation 1.3.  

Electricity is conducted by the movement of Na+ and Cl- ions in water. 
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𝑁𝑎𝐶𝑙 →  𝑁𝑎+ + 𝐶𝑙− (1.3) 

  

Parameters such as zeta potential46, electrophoretic mobility47, EDL potential48, 

electro kinetic properties49 were investigated using different electrolyte solutions. Density 

of electrolyte solution. 

At micro / nano scales, water/alkane interfaces were investigated under different 

sodium chloride concentrations using MD simulations50. Chowdhuri and Chandra51 using 

NaCl and KCl ion concentrations that between 0 and 4.5 M  investigated effect of them 

on electrolyte solutions by molecular dynamics. Additionally, electrolyte is so important 

for battery technologies. Ravikumar et al.52 studied on effect of electrolyte concentrations 

on lithium ion battery with using MD simulations and they showed that diffusivity 

decreased as electrolyte concentration was increasing. In the study where the effect of 

concentration on viscosity was investigated after comparing the solution density with the 

experimental measurements with increasing KCl and NaCl concentration, it was shown 

that viscosity increased with increasing electrolyte solution concentration53. Then, ionic 

conductivity decreases while NaCl concentration is increasing54. Investigation of 

temperature effect on electrolyte solution and it’s conductivity properties was presented 

by Taghipoor55, investigation on effect temperature on electron transfer at solid/aqueous 

solution interface was done by Chidsey56. 

Until today, the effects of different electrolyte solution concentrations on 

diffusivity, viscosity, density, temperature, ionic conduction, thermal conduction have 

been frequently investigated as both experimentally and numerically. In this study, 

properties of electrolyte solution / solid interface will be explained by thermal properties. 

At molecular level, to obtain thermal properties of channel with different electrolyte 

solution concentration, understanding of the electrochemical properties of the solid / 

liquid interface is required. Unlike other studies, there are not many studies in the 

literature about the effect of electrolyte solution concentration on interface thermal 

resistance and interface thermal resistance, or called as Kapitza resistance, will be 

investigated under different electrolyte solution concentrations. 

https://tureng.com/tr/turkce-ingilizce/electrophoretic
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1.4. Surface Charge Density Effect on Heat Transfer 

Surface charge at solid/liquid interface occurs by ion adsorption from the liquid 

phase or by ionization of chemical groups on the solid. Therefore, a potential difference 

arises between electrolyte solution and solid surface. Potential between solution and solid 

is characterized by an electrical double layer. In this study, pure silicon will be selected 

as a solid surface and it can easily attract with oxygen so, it acts as silica at the interface. 

In other saying, the hydroxyl group determines the surface charge density. Negatively 

charged is generally observed for silica surfaces at pH that is between 6 and 957. On 

negatively charged solid surfaces, the positive ions in the solution are attracted to the solid 

surface, but short-range repulsive forces are prevented from reaching the surface. This 

layer, which is thought to be a molecule thickness from the surface, is known as Stern 

layer. In the present study, in which NaCl solution is used as electrolyte, this layer formed 

by ions close to the surface is called electric double layer as illustrated in Figure 1.5.  

Xu et al.58 modeled the salt electrolyte solution by placing it between two parallel 

silicone surfaces and applied a negative surface charge to one region of the simulation 

domain, which they divided into three regions, while not applying a surface charge to two 

regions and electric double layer is observed only in the region where there is a surface 

charge. EDL thickness can be explained with electrolyte concentration and Debye length 

is used to calculate electric double layer thickness. It has been shown by Brown et al.59 

and they presented that thickness of stern layer decreases with increased NaCl electrolyte 

solution concentration. EDL overlap can be prevented by the height of the silicon nano 

channel at the determined ion concentration and surface charge density. 

Factors such as electrolyte solution, ion distribution, and pH affect the surface 

charge density. Although surface charge of silica has negatively charged, negatively 

charged on silica surface increases with increased pH57. Lowe and coworkers also 

researched importance of the first layer at interface and density was calculated with 

number density in the first peak. Barisik et al.60 presented that surface charge density of 

silica rises when using KCl electrolyte concentration and pH increased. In another study 

using NaCl and KCl, it was observed that the surface charge increased as the ion 

concentration increased61.    
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Figure 1.5. Illustration of negatively silica charged and electric double layer. 

 

 

Using different potassium chloride concentrations, the effect of temperature on 

surface charge density has been shown and it has been observed that the surface charge 

density increases as temperature is increasing even though the concentrations tend to 

different slope with temperature55. The surface charge density of nanoparticles has been 

shown to be effective from the change in the thermal conductivity of nanofluids62. 

Furthermore, the pH value varying with the surface charge density has been shown to 

affect thermal conductivity63. In the electric field controlled heat transfer study in silicon 

nanochannel, it has been shown that surface charge density affects the solid / liquid 

interface energy. It was also observed that the heat flux increased with increasing surface 

charge density64. The maximum heat transfer rate was shown with the Nusselt number by 

optimizing the zeta potential with the surface charge65.  

In this thesis, different electrolyte solution concentrations will be used to 

investigate effect on thermal properties in silicon nanochannel and different surface 

charge densities of solid walls must be calculated due to concentrations. Additionally, 

one case will be simulated using nonionic water and then results from nonionic and 

different electrolyte solution concentrations cases will be correlated and thermal 

phenomena of nanochannel will be explained with these results.  

This study is divided two parts which are wetting behavior on silicon surfaces 

with different planes and heat transfer of electrolyte solution filled silicon nanochannel 

by using Molecular Dynamic Simulations. The aim of the first part is to study an effective 
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molecular structure of interface region on wetting by using single crystalline silicon 

surfaces and amorphous silicon surfaces. For the second part, investigation on effect of 

ion concentration on heat transfer through silicon nanochannel is the purpose of this part. 

This study is divided five chapters and in Chapter 2, theoretical background and 

applicability of the preferred molecular dynamic simulation at nanoscale will be 

explained. In Chapter 3, wettability of silicon surfaces will be investigated with using 

crystalline and amorphous silicon surfaces. Effect of molecular distribution on contact 

angle will be observed and it will be explained which molecules can change wetting. In 

Chapter 4, Heat transfer will be investigated in the negatively charged silicon channel 

with electrolyte solution. The effect of NaCl concentration selected as electrolyte solution 

on heat transfer will be discussed. In Chapter 5, the results of all these studies will be 

summarized.  
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CHAPTER 2 

 

 

 MOLECULAR DYNAMICS SIMULATIONS METHOD 

Molecular Dynamics studies have started to play a significant role in 

understanding the studies at nano scale with the increase at nano scale researches. The 

reasons that increase the importance of these studies are the complex and costly 

experimental setups of minor structures. Molecular Dynamics examines the movements 

of the system formed by atoms over time based on equation of motion.  In other saying, 

MD works with Newton’s second law. Each atom modeled as a point takes place in the 

calculations as mathematical force fields according to the quantum mechanical force and 

potentials, and thanks to them, the forces generated by other atoms on each atom are 

calculated. Net forces are used over time with Newton's equation of motion. MD studies 

accurately give the results of the mechanical and thermodynamic properties of the 

materials and thus provide information in advance for the experimental setup planned to 

be established66. Molecular Dynamic allows microscopic examinations, including atomic 

position and velocity, to yield macroscopic results. 

2.1. Historical Background 

Various methods are used in the modeling and simulation of nano particles and 

two of them stand out; Monte Carlo and MD Simulations. Monte Carlo is the 

computational technique that creates numerical solutions with the help of repetitive 

random samples of physical or mathematical problems whose analytical solution is 

impractical. This method is used various areas such as solvent molecules67, interlayer 

molecular structure68, heat transfer69. Molecular Dynamics Simulation, another widely 

used method, dates back 60 years. The Molecular Dynamics method was first applied in 

the late 1950s using simple computers. In the study, the phase transition for the hard 

sphere is modeled at the molecular level and modeling was done by taking into account 

the periodic condition70. In the 1960s, as the development of digital computers and the 

production of a new generation started, the studies at the molecular level started to 

increase. Lennard Jones potential is used to apply the Newton’s second law in liquid 
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argon71. In 1967, Verlet72 calculated the Lennard Jones potential of many particles and 

the equation of motion at different thermodynamics and density values. Realistically, the 

simulation study of liquid water by Stillinger and Rahman73 at the molecular level is 

assumed to be the first Molecular Dynamic Simulation study. As mentioned in the 

introduction part, molecular dynamics studies are carried out in various fields from 

surface chemistry to aviation. Woodcock et al.74 were simulated silica for the first time 

by using the BMH potential and they found some limitations of the molecular dynamic 

simulation method. To give an example in the field of biology, the simulation study of 

the protein was done by McCammon75 in 1977. In molecular dynamics studies conducted 

until 1980, classical molecular dynamics method was used. In this method constant 

volume, constant particle number and constant energy are applied. The forces acting on 

atoms due to the forces arising from the interaction of atoms with each other were 

calculated by the potential energy functions and found by numerical analysis of equation 

of motion. However, since the 1980s, simulations of volume and shape change parameters 

have been started. The effects related to volume change were analyzed by Andersen76 

with MD and the effect of volume change was examined using constant pressure and 

temperature parameters. After Andersen's work, Parrinello and Rahman77 studied the 

study of Andersen's work in crystal structures and interactions of pair potentials. In their 

study, they showed volume and shape changes with molecular simulation depending on 

the time. Car and Parrinello78 have investigated a new method, the ab initio molecular 

simulation method, to define ionic motion. After the 1990s, researchers had studied on 

interaction potentials79–81.  

 

 

 

Figure 2.1. The development of modeling atoms at the molecular level82,83. 
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With the developing computer technology starting from the 21st century, parallel 

calculation techniques have been developed in molecular dynamics studies. As shown in 

Figure 2.1, more atoms can be modeled in MD studies. In the 1960s, while Rahman71 

used only 864 atoms in his work, millions of atoms can be used in today's molecular 

dynamic simulations.  

2.2. Fundamentals of Molecular Dynamics Simulations 

Molecular dynamic simulations, which operate according to equation of motion 

and coming from quantum mechanism perform, are modelled at atomic level. As seen in 

Figure 2.2, experimental research gives macroscopic results while molecular dynamics 

studies yield microscopic results. The results obtained microscopically with molecular 

dynamics can be converted into macroscopic results. 

 

 

 

Figure 2.2. Comparison of macroscopic and microscopic results84. 

 

 

The reason for the use of molecular dynamics is the physical interactions that 

cannot be understood at micro / nano scales. It is very difficult to calculate mechanisms 

that traditional theories cannot predict using experimental methods. The reasons for this 

difficulty are the lack of knowledge required to design atomic level experimental systems 

and the expensive experiments. Molecular dynamic studies play a significant role for 

experimental studies in connection with the inability of the system to be ideal and easy to 

control and the development of new generation high quality computers. In Molecular 
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Dynamics studies, the desired physical behaviors are simulated after the physical model 

of the system is designed on the computer.   

Kinds of atoms or molecules can be modelled by using MD Simulations and each 

atom is placed anywhere in domain. Five different types of atom in simulation box were 

shown in Figure 2.3. 

 

 

 

Figure 2.3. Modeling of different numbers and atoms with Molecular Dynamics. 

 

 

The working principle and algorithm of Molecular Dynamics starts with modeling 

of the system. First, the positions and interaction parameters of the atoms are specified 

because MD is related to positions of the atoms, since it operates according to equation 

of motion. Using potential energy functions, forces between atoms are calculated and 

applying boundary conditions on the system. With integration of Newton’s second law, 

velocities, forces and acceleration for the next positions of atoms are calculated. As a 

result of applied these steps during the steady state, statistical averages are taken for the 

accumulation of data. In summary, the force acting on each particle must be known to run 

the simulation in Equation 2.1, the gradient function should be used for potential energy 

in Equation 2.2 and finally acceleration is calculated in Equation 2.3. 

 

𝐹𝑖 =  𝑚𝑖𝑎𝑖 (2.1) 
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𝐹𝑖 =  −∇𝑖 𝑉 (2.2) 

 

 

−
𝑑𝑉

𝑑𝑟𝑖
=  𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2
 (2.3) 

 

There is intermolecular potential due to intermolecular interaction. Intermolecular 

interaction can be defined with depend on distance between molecules. Atoms are 

affected by the average potential energy function created by all atoms in the system. 

Potential functions are defined summation of bonded and non-bonded potentials as seen 

in Equation 2.4. 

 

𝑉 (𝑅) =  𝑉𝑏𝑜𝑛𝑑𝑒𝑑 +  𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 (2.4) 

 

It can be expressed as the potential function of non-bonded atoms in two main 

groups, which are Van der Waals potentials and the electrostatic potentials as; 

 

𝑉𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑉𝑉𝑎𝑛−𝑑𝑒𝑟−𝑊𝑎𝑎𝑙𝑠 +  𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 (2.5) 

 

Van der Waals forces are the bonding of atoms with weak bonds. If molecules 

come close to each other, repulsive forces arise and molecules cannot get closer together 

due to the Pauli principle. Force is required to keep the molecules together, and Lennard 

Jones potential is one of the most preferred Van der Waals potentials. This potential, used 

to denote intermolecular interaction, was first used by Lennard Jones85. Lennard Jones 

potential is characterized as function of intermolecular distance as seen in Figure 2.4. 

Lennard Jones potential is related to repulsive and attraction forces, depending on 

whether distances between atoms are larger or smaller than radius of atoms. The Lennard 

Jones potential equation is given as; 

 

𝑉𝐿𝐽 = 4𝜀 [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

] (2.6) 

 

In equation 2.6. ԑ, σ and r mean well depth, molecular diameter and distance 

atoms, respectively. The term Lennard Jones, whose potential is the twelfth force, refers 
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to the repulsive force between the two atoms, and the term that is the sixth force indicates 

the attractive forces between the two atoms. 

 

 

 

Figure 2.4. Lennard Jones potential at intermolecular distance. 

 

 

The other non-bonded potential is electrostatic potential. The two charged 

particles apply electrical force to each other, and the interaction between these two 

charged particles can be found by mathematical modeling developed by Coulomb. Short 

range interactions are calculated with Van der Waals forces, while short and long-range 

electrostatic interactions are calculated with Coulomb forces. Lennard Jones and 

Coulomb electrostatic potential functions are used together to calculate short range 

interactions. Equation can also be written extended as follows. 

 

𝑉𝐿𝐽+𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 = 4𝜀 [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

] +  
𝐶𝑞𝑖𝑞𝑗

𝑟2
 (2.7) 

 

The terms in the electrostatic potential that come in addition to the Lennard Jones 

potential; C denotes the Coulomb constant, qi and qj, the electrical charges of two 

different molecules in interaction state. Generally, PPPM (Particle Particle Particle Mesh) 

or Ewald Summation is used as two types of long range electrostatic function. Given the 

calculation time, the PPPM function is more useful for this study. In PPPM function, 

charges in the system is initially determined as 3 dimensional and system is divided small 

parts (mesh). Three dimensional FFT (Fast Fourier Transform) is applied then, Poisson’s 

V

r 

σ

ε

0
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equation is solved with this transform.  After calculating the electric field acting on atoms 

with using interpolation method, electrostatic interactions that affect the atom are 

calculated86.  

Lennard Jones potential is mostly used for the similar type of atoms. However, 

there are dissimilar atom types in the system to be modeled and different methods are 

used to calculate the interactions between different atoms. Lorentz Berthelot mixing rule 

is used for dissimilar atoms87 and for instance; silicon-oxygen interaction is calculated 

with using Lorentz Berthelot mixing rule and these equations is given as; 

 

𝜎𝑆𝑖−𝑂 =
𝜎𝑆𝑖−𝑆𝑖 + 𝜎𝑂−𝑂

2
 (2.8) 

 

𝜀𝑆𝑖−𝑂 = √𝜀𝑆𝑖−𝑆𝑖 × 𝜀𝑂−𝑂 (2.9) 

  

Lorentz Berthelot rule calculates interactions by taking simple averages. The 

interactions and parameters used with this rule will be shown in Chapter 3 and Chapter 4 

in detail.  

Different types of water models are used for molecular dynamic studies due to the 

physical behavior of water like specific heat, viscosity, and thermal conductivity. Any 

water model cannot be applied for all systems, therefore, whatever physical behaviors the 

water is desired in the system, the system specific water type should be modeled. 

Commonly used water models are Transferable Intermolecular Potential three-point 

(TIP3P)88, Transferable Intermolecular Potential four-point (TIP4P)88, Simple Point 

Charge (SPC)89 and Simple Point Charge Extended (SPC/E)89. In addition to 4 commonly 

used models, Van der Spoel et al.90 were used Simple Point Charge Reaction Field 

(SPC/RF) and Transferable Intermolecular Potential four-point Reaction Field 

(TIP4P/RF). In their study, they modeled the water with two different cutoff radii at a 

temperature of about 300 K and compared the properties of density, energy, dynamics 

and dielectric properties and consequently, they examined the system size effects on 

cutoff length and use of reaction field on water model. When modeling the water, after 

determining bond length and angle, water model type should be decided according to the 

number of points required. Different types of algorithm such as SETTLE91, SHAKE92, 

M-SHAKE93, SHAPE94, LINCS95 algorithm is used while the water is modelling. The 

choice of the algorithm differs according to the system's linearity and solution form. 



  20 

 

Due to the use of Molecular Dynamics Simulations in different and wide areas of 

work, various molecular dynamics software is used. Due to its complex structure different 

algorithms are used, and because of the points that are not fully understood in their 

molecular dynamic studies, software is mostly made as open source software by 

universities or organizations. Thanks to its open source, it is possible to access Molecular 

Dynamics software free of charge. Algorithms are generally developed according to 

science to be used. For example; Groningen Machine for Chemical Simulation 

(GROMACS)96 and Chemistry at Harvard Macromolecular Mechanics (CHARMM)97 

are used for modeling biological molecules and chemistry, respectively. Apart from these, 

Groningen Molecular Simulation (GROMOS) developed by Groningen University, 

Nanoscale Molecular Dynamics (NAMD)98 developed by University of Illinois Urbana-

Champaign, Large-scale Atomic / Molecular Massively Parallel Simulator (LAMMPS)99 

developed by American National Sandia Laboratory can be given examples of software. 

In Turkey, Turkish Science e-Infrastructure (TRUBA) developed by TUBITAK is used 

by researchers100,101. In software like LAMMPS, the user interface is not found, as it has 

complex algorithms. Once the positions of molecules and interaction files are determined 

in the software, simulation starts. 

2.3. Ensembles  

Molecular Dynamics studies allow to obtain variables such as position, 

acceleration and speed of the system thanks to equation of motion. In molecular dynamics 

simulations, macroscopic variables such as pressure, volume and temperature are required 

in addition to the microscopic information provided. In MD studies, these macroscopic 

variables are called as statistical mechanics and some thermodynamics states like 

temperature, volume, pressure and energy are required to define ensembles.  

The most used ensembles in statistical mechanics are NVE, NVT, NPT and NPH. 

Each letter indicates which component is fixed, for example, the components that indicate 

the stability in the NVE system are number of particles (N), volume (V) and energy (E). 

Total energy, total number of particles and total volume are conserved for NVE 

ensembles. For NVE ensembles, Newton’s second law is applied without pressure and 

temperature and so, system does not allow energy transfer. In other words, energy does 

not change depending on time. In NVT, in contrast to NVE, energy is defined as a 
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function of time, and therefore energy varies with time. Because it is related to systems 

in thermal equilibrium, NVT is a commonly preferred type of ensemble in thermal 

systems.  

2.4. Time Integration Algorithm 

In MD studies, numerical solutions that give accuracy results are used instead of 

analytical solutions that do not get results due to the interconnection of the molecules' 

motion equations. Numerical solutions are done with the finite difference method and this 

method works with Newton's second law. For time integration algorithm, algorithms such 

as Verlet, Velocity Verlet, Predictor-Corrector, Beeman’s are usually used.  

All these algorithms are expressed by the derivative of the Taylor series of 

expansion. If t time expresses ∆t time step, using Taylor expansion equations at t + ∆t 

time position, r (t + ∆t), velocity, v (t + ∆t), and acceleration, a (t + ∆t) vectors are 

calculated in Equation 2.10-11-12. 
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CHAPTER 3 

 

 

 WETTING BEHAVIOR OF SILICON SURFACES 

Wetting is an important physical behavior that must be known in modeling liquids 

on solid surface in applications such as MEMS-NEMS (Micro / Nano electro mechanical 

system), drug delivery mechanisms, solid / liquid interface thermal resistance, sensors, 

and coatings102,103. Understanding the physical behavior of the liquid on solid surface is 

important for understanding the efficiency of its properties, such as the velocity and size 

of nanoscale systems. For these reasons, the wetting behavior of solid substrates has 

attracted the attention of researchers. 

In recent years, wetting dynamics studies at nanoscale using Molecular Dynamics 

have been increasing in the literature. For nanostructures; topics such as the effect of 

height104, surface roughness, and crystal structure unit dimensions105 were investigated. 

In this sense, wetting and flow dynamics at micro / nano scales can be understood by 

calculations made with MD. Nano surface structures and water molecules can be modeled 

as droplets or thin films in Molecular Dynamics. In structures modeled with MD, the 

parameters can be controlled as desired, so that the dimensions of the surface structures 

and other parameters can be controlled and the wetting angle can be controlled.  

In wetting studies, different materials such as graphene oxide106, polymer 

surfaces107, copper108, titanium dioxide109 are used as solid surfaces. Silicon11,110 and 

silicon-based materials111,112 are a semiconductor material that is widely used in 

characterizing studies of wetting behavior. Barisik and Beskok11 studied on the wetting 

characteristic of Si (1 0 0) plane as a function of silicon-oxygen interaction strength. In 

their studies, the difference between vibrating and fixed surfaces has been shown and the 

effect of the energy parameter on the wetting angle has been investigated. In a similar 

study, Yen110 observed that the contact angle decreases when interaction strength 

increased. Changeability of morphology of various silicon surfaces from (0 0 1) to (1 1 

1) planes were investigated with respect to surface energy with using STM (Scanning 

Tunneling Microscopy) by Baski113 et al. Alvarado20 et al. calculated the contact angles 

on silicon surfaces in different crystal planes. They found the contact angle to be about 
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83 degrees for the Si (1 1 1) plane and about 103 degrees for the Si (1 0 0) plane due to 

the density distribution of surfaces. 

In this study, the wetting dynamics of not only crystalline silicon but also of 

amorphous silicon will be examined. Briefly, study on the effect of molecular structure 

of interface region on wetting using single crystalline silicon surfaces and amorphous 

silicon surfaces are goal of study is to investigate Based on this, the purpose of this part 

of the thesis is to form unique silicon structure with homogeneous and heterogeneous 

densities. For this chapter, using the equations and parameters that need to be modeled 

on the single crystal silicon surface, the amorphous silicon surface and the water 

molecules placed on it, the results of the effects of contact angles, density distribution on 

the wetting angle will be discussed. 

3.1. Molecular Dynamic Simulations Details 

      3.1.1. Ensembles 

To study the wetting behavior, 6 different single crystal silicon structures were 

used and these planes were determined as Si (1 1 0), Si (1 1 1), Si (0 0 1), Si (1 1 2),         

Si (1 2 0), Si (0 2 1). Firstly, statistical mechanics were applied for crystalline silicon 

structures. Then, amorphous silicon structures were formed using crystalline silicon 

structure. As for the crystalline silicon plane, 6 different structures were produced for 

amorphous silicon structures.  

First of all, simulations of single crystalline silicon structures were done with 

Maxwell-Boltzman velocity distribution. These simulations were started for all cases at 

300 K. NVT, which means constant number of particles, volume and temperature, was 

applied using Nosẻ-Hoover thermostat at 300 K and simulation was run 2 ns to obtain 

thermodynamically state. Then, NVEs, which means constant number of particles, 

volume-energy are used as ensembles for conservation of energy of system. For all single 

crystalline silicon structures, periodic conditions were applied.  

After the ensembles of crystalline structures, amorphous silicon structures were 

produced with same ensembles but different ways. Si (1 1 1) plane was chosen to produce 

amorphous silicon and ensemble was applied by melting then cooling. Selected silicon 

plane has nearly 7000 atoms. NVT and NVE ensembles were applied for melting and 
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cooling processes, respectively. Firstly, for the melting process, the structure was 

annealed to 2000 K degrees using NVT ensemble for 2 ns, then NVE ensemble was 

applied to the structure for 2 ns to 2000 K degrees for equilibrium. The transition of liquid 

to solid phase was carried out by applying a quenched operation up to 300 K degrees to 

the structure. In order to be consistent and improved with the experimentally measured 

amorphous silicon structure, the cooling rate114 was taken as constant at 1012 Ks-1. In this 

study, the height of confinement was changed while appliying melting and solidification 

to form different amorphous silicon structures, which have different molecular 

distributions. Then, a1-Si, a2-Si, a3-Si, a4-Si, a5-Si and a6-Si were produced as amorphous 

structures. Three Tersoff potential115 was used while forming amorphous silicon 

structures.  

 The Verlet algorithm was preferred as a time integration algoritm because the 

advantages of Verlet are simple, efficient, stable and low CPU requirement. This 

algorithm was integrated into Newton’s second law and was used with time step 0.001 

ps. In this algorithm, new position and accelerations using current position and 

accelerations are calculated and they are done by backward position at time t-∆t.  Velocity 

is calculated with using forward and backward positions. 

3.1.2. Water Model on the Surface 

Water molecules were placed on the silicon surface for both crystalline silicon 

structures and amorphous silicon structures as seen in Figure 3.1. First, the modeled 1728 

water molecules were placed on the silicone surfaces. Different number of water molecule 

were then modeled to determine whether contact angle depends on the number of water 

molecule.  Additionally, 1728 water molecules 5952, 4032, 3072, 2496, 960 and 576 

water molecules were modeled for single crystalline silicon structures, while 3072, 2496 

and 960 water molecules were modeled for amorphous silicon structures.  

Some factors may be neglected depending on the size of the study. For instance, 

while gravity cannot be neglected at macro scales, nano-sized water droplets can be 

neglected when the size of droplet for water is 2-3 nm116. Line tension effect, which can 

be neglected at macroscale studies, cannot be neglected at nanoscale studies13. Since the 

contact angle at nanoscale is under the influence of line tension, water molecules were 

modeled taking into account the line tension. Line tension is the tension formed along the 
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line, not the area, at the point where three phases come together in addition to the solid, 

liquid and gas stresses that occur along the field in the three-dimensional system. The 

semi cylindrical droplet does not form curvature at three phase points, so the water droplet 

was placed on the silicon surface in the form of semi cylindrical to neglect line tension 

effect117 as shown in Figure 3.1.  

 

 

 

Figure 3.1. Semi cylindrical water nano droplet on the surface. Atoms present as 

hydrogen- white, oxygen-red and silicon-yellow. 

 

 

The water model used in the simulation box is modeled according to the desired 

physical properties of the water in the system, and the water models are classified 

according to whether the water is expressed as a flexible or rigid body. During thesis, 

SPC/E water was selected considering the computational cost. The SHAKE algorithm 

was used to constrain the bond length- angle, OH bond length and H-O-H angle were 

taken as 0.1 nm and 109.47 °. Van der Waals at short range and Coulombic forces at long 

range were used to calculate the interactions between hydrogen and oxygen atoms in 

water. Lennard Jones potential was used to calculate Van der Waals forces. Another 

important point in using this water model is that the effective pair potential of Coulombic 

forces and L-J can be expressed with the SPC / E water model. Van der Waals and 

Coulombic force interactions in water molecules are defined by 1 nm cut off distance and 

PPPM was used as solver for long range Coulombic interactions. 

The values shown in Table 3.1 were used as parameters for the Lennard Jones 

potential (Equation 2.7) used in the Van der Waals modeling. Table 3.1 also shows the 

Lorentz-Berthelot values used to find the interaction parameters of dissimilar molecules 

(Equation 2.8 and 2.9). Using L-B mixing rule, the interaction strength of silicon- oxygen 

x
z

y
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atoms was calculated as 0.012088 eV. However, Barisik and Beskok11 stated that using 

Lorentz-Berthelot mixing rule with the parameters in the table, the interaction parameters 

calculated by taking simple averages cannot predict the actual interactions. 12.5% of the 

interaction strength value calculated using the L-B equation showed that they correspond 

with the contact angle values obtained by experimental results. Therefore, in this study, 

interaction strength of silicon- oxygen atoms was taken as ԑSi-O= 0.01511 eV.  

 

 

Table 3.1. Molecular interaction parameters of modelling. 

 

3.1.3. Modelling of Simulation Box and Calculation of Contact 

Angle  

As a MD solver, an open source which name is LAMMPS99 were used in this 

study. While modeling with LAMMPS software, general information about the scripting 

simulation is written. The size and boundary conditions of the simulation are specified 

and information about the atoms in the simulation is entered. At this stage, information 

such as number, type, masses, locations, lengths of bonds between atoms, angles between 

these atoms will be written directly to the script or written to another file and called to the 

script by this file. Using a silicon slab and a nanoscale water droplet simulation box was 

modelled. Each crystalline silicon structure has different lattice constants. Size of all 

simulation boxes were nearly 15 nm × 5 nm × 10 nm along x × y × z directions. 

Simulation boxes have periodic boundary condition in x and y directions which are the 

cross section areas of computational domain.  

As determined in ensembles part of this chapter, six different crystalline silicon 

structures, which are Si (1 1 0), Si (1 1 1), Si (0 0 1), Si (1 1 2), Si (1 2 0) and Si (0 2 1) 

planes, were initially preferred. Like crystalline structures, six different amorphous 

Molecule pair σ (Å) ԑ (eV) q (e)

O-O 3.166 0.006739 -0.8476

H-H 0 0 +0.4238

Si-Si 2.095 2.168201 0

Si-O 2.633 0.01511 0
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silicon surfaces were formed by using Si (1 1 1) single crystalline silicon plane. Then, 

NVT and NVE ensembles were applied to form amorphous silicon structures and these 

kind of amorphous structures were determined according to molecular distributions.  

Contact angles are measured with using solid, liquid and gas interactions. Water 

density was averaged in two dimensional. The measurement technique of wetting angle 

is depending on base radius and droplet radius as illustrated in Figure 3.2 which also 

shows density contours used to measure contact angle in molecular dynamics. Thanks to 

the density contours, it provides an accurate contact angle measurement due to how often 

atoms are shown in which region. Contact angles of crystalline and amorphous silicon 

structures were measured with using water density contours.  

 

 

 

Figure 3.2. (a) Snapshot of measurement technique of contact angles, (b) water density 

contours. 

 3.2. Results and discussion 

Results of contact angles of surfaces were successfully measured using cylindrical 

droplets to eliminate line tension effect instead of spherical droplets. Any curvature was 

not observed to develop for line tension effect as three phase line was linear while used 

semi cylindrical water nano droplets. 

Contact angles of Si (1 1 0), Si (1 1 2), Si (1 1 1), Si (1 2 0), Si (0 2 1) and Si (001) 

crystalline planes were calculated 80.8°, 84.2°, 88.4°, 89.3°, 93.1° and 101.1°, respectively 
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as illustrated in Figure 3.3. Different molecular distributions were observed in solid 

surfaces and this solid molecular distribution has led to the measurement of different 

contact angles for single crystalline silicon surfaces. Interacting was maintained between 

water molecules and silicon atoms as constant pair-wise molecular potential but, a 20 % 

difference was observed in the measured contact angles of silicon surfaces due to the 

distributions of silicon atoms at near interface region. 

 

 

 

Figure 3.3. Measured of contact angles of crystalline silicon surfaces (a) Si (110),                

(b) Si (112), (c) Si (111), (d) Si (120), (e) Si (021) and (f) Si (001).  

 

 

As determined previous parts, semi cylindrical nano water droplets were used to 

prevent from line tension effect. However, despite this situation, Tolman’s length may 

cause liquid surface tension to show size-dependent development behavior. That’s why, 

contact angles of Si (1 1 2) single crystalline silicon surface were measured while using 

different size cylindrical water nano droplets. The base radius of the water molecules used 

in different size ranges from 3.5 nm to 7.2 nm. For Si (1 1 2) crystalline plane, 5952, 

4032, 3072, 2496, 960 and 576 water molecules were placed on the silicon surfaces to 

observe effect of Tolman’s length. Contact angles were measured as 85.2°, 83.3°, 84.2°, 

85.1°, 83.0°, 86.1° and 85.4° at 576, 960, 1728, 2496, 3072, 4032 and 5952 water 

molecules, respectively. Not much changes in measured contact angles with different size 

of water molecules were observed, hence, it can be said that Tolman’s length was small 

and can be neglected in this system. Additionally, pinning effect has not been observed 

to vary depending on the water molecules used in different sizes.  



  29 

 

 

 

 

Figure 3.4. Calculated of contact angles with different size of water molecules (a) 576,          

(b) 960, (c) 1728, (d) 2496, (e) 3072, (f) 4032 and (g) 5952 on the Si (1 1 2) 

surface.  

 

 

The molecular distribution causing different contact angles to be measured was 

investigated locally in the normal surface direction. It is done from the point of one 

dimensional slab bins. For all six different cases, results were plotted in surface normal 

directions. Zero point of height were defined at the point where solid density was zero 

and liquid density layering can be observed more easily in water molecules where were 

on the silicon surfaces118. The water density is expressed thermodynamically as 1000 

kg/m3, but due to the solid silicon surface, the water density cannot be observed anywhere 

as 1000 kg/m3. That’s why, water density at bulk was only observed in the simulation as 

seen in Figure 3.5. The figure also shows peaks made by crystal silicon surfaces, and high 

density peaks have been observed on surfaces with low contact angle measurements. The 

silicon density was similar to measured density experimentally119, and as a result of the 

simulation, the silicon density was found to be 2330 kg/m3. The layers of water molecules 

on the surface have been observed to be associated with silicon number density, and 
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accordingly, where the silicon density is high, it is understood that water density peaks 

are high. 

 

 

Figure 3.5. Distribution of silicon and water molecules for crystalline silicon structures. 

Black and red lines are number of silicon per bin and water density, 

respectively. 

 

 

After examining the wetting behavior of crystalline silicon structures, contact 

angles and wetting behaviors of amorphous silicon structures were examined. Amorphous 

silicon surfaces were produced by applying different ensembles, first by melting and then 

by cooling processes. In forming amorphous structures, density is the same in each 

structure, while molecular distribution differs. The contact angles of the simulated silicon 

surfaces using 6 different amorphous silicon structures were measured and the measured 

contact angles were shown in Figure 3.6 as 82.0 °, 84.7 °, 86.0 °, 90.4 °, 93.1 ° and           

109.5 °. The contact angles of the amorphous structures were illustrated taking into 

account the amorphous height, and in general, it is observed that contact angle inreases 

with increasing volume in the structure. 

As applied on crystalline silicon surfaces, different numbers of water molecules 

were placed on amorphous silicon surfaces and contact angles were measured. Different 

number of water molecules were creating by increasing the base radius, and the 

relationship between the cylindrical water droplet and the contact angle was shown. 

Droplets with 960, 1728, 2496 and 3072 water molecules were modeled on the 𝑎2-Si 

silicon surface to understand Tolman's length and pinning effect. Not much difference 

was observed in the measured contact angles as illustrated in Figure 3.7. Firstly, the 



  31 

 

measured contact angle using 1728 water molecules was 84.7 °, whereas when using three 

other water molecules no more than 2 degrees’ difference was observed. According to the 

measured contact angles using nano water droplet, it was understood that Tolman's length 

and pinning effect could be neglected for amorphous structures in this study. 

 

 

 

Figure 3.6. Contact angles of six different amorphous silicon structures. 

 

 

 

Figure 3.7. Contact angles of amorphous silicon surfaces with different size of droplet   

(a) 960, (b) 1728, (c) 2496 and (d) 3072 water molecules. 
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The contact angles enabled us to learn about the wetting properties of the 

structures. Observation of wetting behavior of the amorphous silicon structures can be 

seen with density distributions. Silicon density at the bulk has been observed as 2330 

kg/m3 and this result is acceptable114. Due to the random distribution of molecules in 

amorphous silicon structures, no high change in silicon densities was observed. As in 

crystalline silicon structures, for amorphous silicon structures the water density at bulk 

has been observed to be 1000 kg/m3 as it moves away from the surface as shown in Figure 

3.8. Increased density at interface was observed in proportion to the decrease in the height 

amorphisation, as in some studies in the literature120,121. Increasing height amorphisation 

allows the nano water droplet to diffuse more onto the silicon surface. Less peaks were 

observed in water density as seen in case of Figure 3.8 (f). 

 

 

 

Figure 3.8. Distribution of silicon and water molecules for amorphous silicon structures. 

Black and red lines are silicon density and water density, respectively. 

 

 

When the atomic structure and density distribution in this study were examined, 

it was understood to be similar to the results of experimental studies122. Molecular 

distributions of amorphous silicon structures are similar in the region called bulk at 0.5 

nm from the solid silicon surface. However, molecule order differs in the near interface 

region. In order to better understand this behavior, parameters with different values are 

defined at the distance determined from the surface as ‘h’ as shown in Figure 3.9 (a). With 

3 different h values (0.13 nm, 0.26 nm, 0.39 nm) applied, the molecular distribution and 
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number density were examined. Although the amorphous silicon densities were similar a 

bulk region for six cases, different densities were observed in the h values where were 

between the surface and the bulk boundary. It has been observed that where near interface 

density was high, it was obtained by using low h values. Also, near interface densities for 

the first three cases were higher than bulk density, while for other three cases, interface 

densities were lower than bulk density. 

Figure 3.9 shows the molecular distribution and amorphous silicon structures 

density in the near interface region. After applying the same method for crystal silicon 

structures, the relationship between interface region densities and the contact angle was 

investigated. Figure 3.9 (a) presents 3 different h values were used as 0.13 nm, 0.39 nm, 

and 1 nm. Similar density values were found for crystalline and amorphous silicon 

structures, and accordingly, the effect on contact angles could not be observed in Figure 

3.9 (b-d). However, when the h value was 0.13 nm, density calculated in the interface 

region varied according to the type of crystalline or amorphous silicon structure. In 

particular, contact angles increased when interface density decreased as presented in 

Figure 3.9 (b). 

 

 

 

Figure 3.9. (a) Schematic representation of 3 different h values, (b-d) representation of 

contact angle depending on number density using different height 

parameters. 
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All in all, the purpose of this study, which is also mentioned in our article 

published in the journal123, was to identify molecules that affect the contact angles of 

crystalline and amorphous silicon surfaces. As a result of the simulations, it was observed 

that the wetting behavior, such as the contact angle, is determined by molecules at a 

distance of 0.13 nm from the surface.  
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CHAPTER 4 

 

 

 HEAT TRANSFER OF THE ELECTROLYTE SOLUTION 

FILLED NANOCHANNELS  

There are differences at nanoscale heat transfer studies from conventional heat 

transfer studies, so it attracts the attention of researchers. Nanoscale studies play a 

significant role in different thermal properties management for electronic, optical or new 

material design. For example; semiconductor silicon-silicon based materials are 

frequently preferred while electronic circuit components are produced124. In order to 

understand the production and physics of these materials, thermal transport properties 

should be investigated at nanoscale. 

 At nanoscale studies, the properties of materials such as thermal conductivity 

were investigated experimentally using methods like STM (Scanning Thermal 

Microscopy)125, optical methods126, thermal conductivity spectroscopy127. Modeling with 

the Molecular Dynamics method is frequently used in heat transfer studies at nanoscale 

by using computer technology, which is developed today, in order to have an important 

interface interactions and to observe this situation more easily. According to the purpose 

of use, different interface interactions gain importance at nanoscale studies such as 

solid/solid interfaces128,129, liquid/gas interfaces100, solid/liquid interfaces131,132.  

In thermal studies, it is very important to be able to define the ITR because 

temperature drops are observed in the heat transfer on the surfaces of dismatch materials. 

ITR due to the temperature jump at the interfaces is also known as Kapitza resistance35 

because, this term was discovered by him in 1940s. Kapitza defined this definition for the 

first time at metal liquid interface. Observed temperature jump between liquid/solid 

interface is written in terms of heat flux (𝑗), thermal resistance (RK) and normal from wall 

(�⃗⃗�) as seen in Equation 4.1. 

 

∆𝑇 = −𝑅𝐾𝑗. �⃗⃗� (4.1) 

 

In this study, silicon and water were preferred as solid and liquid materials, 

respectively when channel was formed. However, different solid materials were used in 
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interface thermal resistance studies by using Molecular Dynamic Simulations such as 

argon-graphite and argon-silver interfaces133, gold/water interfaces134, argon-silicon 

interfaces43. Different heat transfer studies at nano scale can be found in the literature. 

For example; heat transfer was controlled by electric field and Kapitza length decreases 

with increased electric field64. Then, in the study which examined the change of 

interaction strength, Kapitza length decreases as interaction strength increases135. Kapitza 

length can be calculated with using different interface materials. As the density of the 

water increases for the silicon surface, the Kapitza length increases, but for the gold 

surface the length were not change considerably with water density134.  

In this study, the effect of modeled water molecules by adding ions (Na+, Cl-) into 

the silicon nanochannel will be investigated by molecular dynamic simulation method. 

This chapter is organized as follows; first of all, it will be explained to the studies 

investigating the effect of ion concentration in the literature. Then, the number of positive 

and negative charged ions in the ion concentration will be calculated and simulation 

studies of physical properties such as surface charge and density will be compared with 

experimental results. Finally, the effect of ion concentration on thermal properties such 

as temperature, Kapitza length, and thermal conductivity will be concluded. 

Improvements will be made according to the results found.   

4.1. Effects of Ionic Concentration 

In the suspension of the silicon surface with water, while the ions in the structure 

of the silicon come into contact with water, the silicon surface may be positive or negative 

ions due to the H+ and OH- ions contained in the water. As mentioned before, opposite 

charges attract each other according to Coulomb's law. Opposite charged ions accumulate 

around the surface in the solid diffuse region, and these layers are called as electrical 

double layer136.  

The electrical charge of the solid surface occurs when the solid substrate come 

into contact with water or solutions. At solid / liquid interface, charged ions opposite to 

the solid surface are observed and these opposite charges balance the electric charge. 

Therefore, these opposite charges on the solid / liquid interface are called counter ions. 

While the concentration of counter ions increases as they get closer to the surface, it 
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decreases as they move away from the surface and reaches the normal concentration level. 

In this study, different NaCl concentrations were obtained according to varying surface 

charge densities and quantities of sodium and chloride ions were determined according 

to the surface charges. 

In previous works, different solutions such as KCl, NaCl, CsCl61,137 were used as 

ion concentration. Qui138 et al. modeled the water and ion concentration by placing them 

between the two silicon surfaces. In this study, surface charge density and ion 

concentration were studied in the range of -0.03 C/m2 to -0.3 C/m2 and 0.1 M to 4 M, 

respectively. It has been observed that more sodium ions approach the surface when 

surface charge density increased. In addition, locations where concentration peaked were 

observed at a distance of 0.19 nm and 0.62 nm from the surface and especially, its effect 

at a distance of 0.3 nm from the surface was shown. In the study in which the effect of 

ion concentrations on surface tensions was investigated and shown that surface tension 

increases as increasing ionic concentration139.  

Both experimental and simulation studies were done for investigating effect of ion 

concentration on thermal properties. Ozbek140 experimentally investigated thermal 

properties of NaCl concentration between 20 degrees and 330 degrees. As a result of his 

experiment in the range of 5 M NaCl solution with pure water, it has been shown that 

thermal conductivity decreases with increasing NaCl concentration. It also showed that 

with the increase in temperature, thermal conductivity increased up to 1400 degrees and 

then decreased. 

Rezaei et al.141 modeled the system by using sodium chloride solution between 

parallel walls. The system was electrically neutralized with NaCl solution by calculating 

negatively charged ions on the silicon surface. They showed that the thickness of electric 

double layer increased as increase surface charge density and is related with ion 

concentration. Jelinek142 et al. modeled the simulation box using silicon nanochannel. In 

the study using NaCl concentration, it has been shown that ion concentration can be 

controlled by temperature. 

In this study, the NaCl solution in different concentrations used is the solution for 

each case. The average temperature in the bulk region of the silicon nanochannel is 50 

degrees. Figure 4.1 shows the water NaCl phase diagram and different phases above 0 

degrees are observed. To keep the NaCl concentration in solution phase, NaCl salinity in 
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water temperature should be around 0.1 degree and not more than 26% as seen in Figure 

4.1. Therefore, in this study, the NaCl concentration was selected as the highest 4M. 

 

 

 

Figure 4.1. Illustration of water-NaCl solution phase diagram143. 

           

4.2. Molecular Dynamic Simulations Details 

      4.2.1. Ensembles 

Silicon walls in nanochannel were formed by using Si (0 0 1) crystalline plane. 

Firstly, Maxwell-Boltzmann velocity distribution was used for starting simulation and 

NVT was applied on silicon to establish equilibrium and distribution was evolved 2 ns 

with Nose-Hoover and the thermostat used when creating the silicone sheets is applied to 

the outer layer of the simulation box for inducing heat flux. The temperature of the hot 

and cold silicon walls, which were called as ho-layer and co-layer, was determined 363 

K and 283 K, respectively. At the same time with this stage, simulation was continued 

with applying NVE for all molecules.  

As mentioned in Chapter 3, some properties such as simple, efficient, stable and 

CPU needs are easily applied to simulation domain by Verlet algorithm. The time step of 

Verlet algorithm integrated with Newton’s second law is 0.001 ps. 
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4.2.2. Water Model and Simulation Domain 

Simulation domain was modeled by Molecular Dynamic Simulations on three 

dimensional systems. Silicon nanochannel was produced by confined water and NaCl 

molecules between two silicon walls as shown in Figure 4.2. For such a case, simulation 

box was formed 16.5 nm × 3.8 nm × 3.8 nm in x × y × z directions, correspondingly. 

Channel height was chosen at this value to prevent electrical double layer overlap. 

 

 

 

Figure 4.2. Simulation domain of silicon nanochannel. 

 

 

Table 4.1. Molecular interaction parameters of silicon nanochannel. 

Atom σ (nm) ε (kJ/mol) q (e) 

H 0 0 +0.4238 

Si 0.2095 2.45 0 

Cl 0.445 0.4447 -1 

Na 0.257 0.06348 +1 

O 0.317 0.6502 -0.8476 

 

 

Various number of water molecules that were between 2473 and 2627 were used 

to obtain different electrolyte solution and 8036 silicon that produced by Si (0 0 1) 

crystalline plane was formed for all ionic concentrations. Innermost layer of silicon wall 

that is neighbor with electrolyte aqueous solution has 98 atoms for two sides.   

SPC/E water model, which is one of the types of water models classified 

according to the number of the points, was chosen with the SHAKE algorithm to 

minimize computational cost. The SHAKE algorithm was used to constrain the bond 
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length and angle for OH and H-O-H, and were taken as 0.1 nm and 109.47 °, respectively. 

5 atomic species which are silicone sodium, chloride, oxygen and hydrogen were used in 

simulations and calculation of intermolecular interactions are necessary. Hence, Lennard 

Jones and Coulomb potentials were used to calculate intermolecular interactions 

(Equation 2.7). The PPPM was used as a solver to calculate electrostatic forces in 

Coulomb potential. The same molecular interaction parameters with previous chapter 

(Table 3.1) were used for L-J potential. Unlike the previous section, sodium and chloride 

ions were also used when modeling the silicon nanochannel. In calculating L-J potential, 

Gromacs force field was used for molecular pairs of Na+ and Cl-144. All molecular 

interaction parameters of simulation were given in Table 4.1. Then, interactions between 

dissimilar atoms were calculated by Lorentz-Berthelot mixing rule (Equation 2.8 and 2.9) 

but, the different values were used for silicon and oxygen atoms instead of the averages 

calculated in L-B mixing rule. In study of Barisik and Beskok11, they showed that using 

L-B mixing rule, 12.5 % of the predicted result for silicon oxygen interaction was similar 

to experimental results.  

LAMMPS was preferred as a Molecular Dynamic solver while forming NEMD 

(Non-equilibrium molecular dynamics) simulation. Periodic conditions were applied on 

simulation domain in x and y directions.  

4.3. Results and Discussion 

It is important to understand solid / liquid interactions in this study where the 

effect of ion concentration on thermal properties is investigated. In this regard, primarily 

the charge examination of the innermost layer of the solid wall should be carried out. 

Silicon was used as a solid wall for these simulations and the separation of protons in the 

water molecules in the channel from the hydroxyl group causes a negative charge of the 

innermost layer of the silicon. In other words, silicon surface has negatively charged due 

to fact that oxygen reacts with silicon because it acts like silica. Surface charge density 

can be written depending on electrolyte concentrations. Besides, number of counter ions 

and co-ions can be decided with surface charge and this equation given as; 
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𝜎𝑠 =
[ #𝑐𝑜𝑢𝑛𝑡𝑒𝑟𝑖𝑜𝑛𝑠 − #𝑐𝑜−𝑖𝑜𝑛𝑠]𝑄𝐶

2𝐴
 (4.1) 

 

In Equation 4.1, QC and A mean electron charge and surface area and these were 

1.6 × 10-19 and 14.44 nm2, respectively. Figure 4.3 exhibits change in surface charge 

density depending on the variable pH value. Surface charge density rise when pH 

increased. 7 different electrolyte solutions were formed to obtain solid/liquid interactions 

and it was seen that not only pH affect the surface charge density, but also the electrolyte 

solution caused change. Figure 4.3 presents that surface charge densities increase with 

increased ionic concentration. These results are agreement with previous studies which 

are both experimentally145 and numerically142.  

When determining the counterions and co-ions, the surface charge density at pH 

7 was used for each concentration as the value of OH- and H+ are equal at pH 7. Thus, 

when the pH was 7, electrical neutrality was provided in bulk concentration.   Surface 

charge density at pH 7 were taken as -0.0458, -0.0599, -0.0727, -0.0781, -0.0822, -0.1037 

and -0.1213 C/m2 for 0.1 M, 0.25 M, 0.5 M, 0.65 M, 1 M, 2 M and 4 M, respectively as 

shown in Figure 4.3. These charges cause difference between the number of counterions 

and co-ions and these differences increase with increased surface charge density. For 

example; the difference between Na+ and Cl- was 8 ions for 0.1 M, however this value 

was 22 when 4 M electrolyte concentration was prepared. 

 

 

 
Figure 4.3. Representation of change of surface charge density depending on pH and 

electrolyte concentration. 
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The number of Na+ ions are summation of Cl- ions and surface charges as seen in 

Table 4.2. This table shows the numbers of sodium, chloride, silicon atoms and water 

molecules used in electrolyte concentrations when modeling simulations. 

 

 

 Table 4.2. The number of sodium, chloride, silicon, hydrogen-oxygen (water molecule) 

atoms in simulations. 
 

 
 

 

After determining number of sodium and chloride ions, silicon nanochannels were 

formed for all ionic concentrations and nonionic simulations as shown in Figure 4.4. 

Sodium and chloride ions in electrolyte solution were randomly placed in silicon 

nanochannel. Due to the surface charge density, it has been shown that more sodium and 

chloride ions were used in the silicon nanochannel with increasing concentration. 

Additionally, sodium ions at solid wall were seen and electric neutrality could be 

observed at bulk region in Figure 4.4. 

Then, the density profiles of used different electrolyte solutions and nonionic 

solution were examined. Figure 4.5 presents the comparison of the density at the bulk 

regions modeled in simulations with experimental results. Thermodynamic states were 

identical for all cases and the density of water at bulk region was 988 kg/m3. The density 

of solution at bulk region increase with increased salinity in electrolyte solution. 

 

 

Type (# of) nonion 0.1M 0.25M 0.5M 0.65M 1M 2M 4M

Na - 12 20 34 40 57 100 186

Cl - 4 10 21 26 41 82 164

H2O 2627 2485 2473 2483 2503 2514 2488 2480

Si 8036 8036 8036 8036 8036 8036 8036 8036
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Figure 4.4. Snapshots of simulation domain for (a) nonionic case, (b) 0.1  M, (c) 0.25 M 

(d) 0.5 M, (e) 0.65 M, (f) 1 M, (g) 2 M and (h) 4 M. Yellow, white, red, blue 

and green are the color of Si, H, O, Na and Cl ions, respectively. 

 

 

After illustration of density at bulk region for all cases, density profiles of water 

were presented under different electrolyte solutions as shown in Figure 4.6 (a). 

Solid/liquid interactions at wall and bulk density at the center of nanochannel could be 

observed with this distribution. This figure also shows water density distributions which 

exhibits 8 different surface charge densities. The first and second peaks of all cases were 

observed within nearly 5.7 nm and 6.1 nm, respectively. Because of electrostatic 

interactions between the surface charge at solid wall and water molecules, the movement 

of ions and molecules in the electrolyte solution with increasing ionic concentration has 

been observed. In addition, silicon density also was investigated through solid walls as 

illustrated in Figure 4.6 (b). The average densities were calculated as between 2.33 and 

2.35 g/cm3 and these values are in agreement as thermodynamically and literature119.  
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Figure 4.5. Density of electrolyte and nonionic solution at bulk region with 

experimentally (EXP) and molecular dynamics (MD). 

 

 

Detailed electrolyte solution density profiles were shown on the hot and cold wall 

as illustrated in Figure 4.7 to understand effect of aqueous solution density on surfaces. 

The penetration of molecules in the aqueous solution into silicon surface increases with 

increasing ionic concentration. At the same point of the silicon nanochannel, water 

molecules in the 4 M electrolyte solution penetrate into the silicon more than the water 

molecules in the 0.1 M solution penetrate into the silicon. In this connection, Barisik and 

Beskok11 have shown that the water molecules penetrate negligible into silicon at the zero 

electric field since the silicon surface is hydrophobic. With this figure, we showed the 

effect of ionic concentration on electrolyte solution density on the silicon walls with 

respect to density peaks. When the density profiles are examined, the peak values at the 

cold surfaces are higher than those at the hot surface. Besides, other parameters affect 

density distribution like that density peaks at first and second silicon layer increase with 

increased interaction strength42.  
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Figure 4.6. Density profiles of electrolyte aqueous solutions for different concentrations 

and representation of the average silicon densities at both solid and electrolyte 

solution. 

 

 

 

 

Figure 4.7. Detailed density profiles of electrolyte aqueous solutions at near (a) hot,         

(b) cold wall. 

 

 

Next, ionic distributions of sodium and chloride ions were presented as seen in 
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between the hot and cold wall was examined in detail as illustrated in Figure 4.9. As with 

the density profile, peaks close to the silicon surface were observed in the ionic 

distributions. However, considering the position where the sodium and chloride ions 

peak, these positions cannot be associated with the ion concentration and were observed 

at nearly 0.15 to 0.30 nm distance from solid surface. Since sodium ions penetrated closer 

to the silicon, the peak position of sodium ions were first observed. The reason for this is 

surface charge density because silicon surfaces have negatively charged. 

 

 

 

Figure 4.8. Ionic distributions of Na+ and Cl- under different concentrations. 
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Figure 4.9. Detailed ionic distributions of (a) 4 M, 2 M and 1 M, (b) 0.65 M and 0.5 M, 

(c) 0.25 M and 0.1 M. 
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around the surface and the thickness of the electrical double layer decreases. These results 

show to us that approaches are agree with experimental study59.  

After explaining density profiles and ionic distribution through nanochannel, the 

effect of ionic concentration on thermal properties were studied for electrolyte solution 

filled in silicon nanochannel. Temperature profiles of were plotted to obtain temperature 

jump at solid/liquid interface and thermal properties such as thermal conductivity, 

Kapitza length were calculated with calculated temperature jump as seen in Figure 4.10. 

The hot and cold silicon surfaces were kept as 363 K and 283 K, respectively and systems 

were divided by 123 slab bins with size of 0.13575 nm while studying temperature 

distributions. Thermostat146 was applied both hot and cold surfaces to calculate heat flux 

in simulation domain. Figure 4.10 shows that as expected the temperature changed 

linearly with the exception of solid/liquid interface region and this region gives hints for 

thermal properties through silicon nanochannel. Temperature jumps were observed nearly 

0.16 nm and 0.11 nm away from the hot and cold surfaces, respectively. It has been 

observed that the temperature drop in the electrolyte solution is more linear than silicon 

because, the thermal conductivity of the electrolyte is less than silicon. 

As explained previous paragraph, thermal properties such as Kapitza length and 

thermal conductivity were calculated by using temperature profiles. In the system where 

thermostat was applied, temperature jump and temperature gradient were used in the 

temperature distribution graph to calculate the thermal properties. Figure 4.11 exhibits 

temperature gradient at any ionic concentration. Temperature jump, ΔT, means 

temperature difference at solid/liquid interfaces and it has been both hot and cold walls. 

The temperature difference is measured by calculating the temperature gradient to the fit 

surface. Temperature gradient, which is symbolized as ∂T/∂z, is the change of temperature 

depending on distance. It is used on electrolyte solutions sides and is calculated with 

linear equation as illustrated in Figure 4.11.  

 

𝐽 =
1

𝑉
(∑ 𝑒𝑖𝑣𝑖 + ∑ 𝑓𝑖𝑗𝑣𝑖𝑗)𝑟𝑖𝑗

𝑖<𝑗𝑖

 (4.2) 

  

𝑘 = 𝑞/(
𝜕𝑇

𝜕𝑧
)𝑙𝑖𝑞𝑢𝑖𝑑 (4.3) 
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Figure 4.10. Temperature profiles of silicon nanochannel at different concentrations. 
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Fourier’s law is used for thermal conductivity of nonionic and different electrolyte 

solutions as seen in Equation 4.3. 

 

 

 

Figure 4.11. Illustration of temperature gradient at electrolyte solution. 
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varying with ionic concentrations are presented in Figure 4.12.  Temperature at the start 

of channel began with 363 K and temperature at the middle of silicon nanochannel was 

approximately 323 K.  Heat flux increases with increased ionic concentration except at 

nonionic case. Explanation of nonionic case will be discussed while investigation of 

Kapitza length at solid/liquid interface. Figure 4.12 (b) shows that thermal conductivity 

of different electrolyte solutions decreases as the ionic concentration increases. The 

thermal conductivity of nonionic case (include of only water molecules) was found as 

0.80 W/mK and this result was in agreement with previous works in the literature64,147.  

In terms of thermal conductivity, nearly 20% difference was observed between 

the highest concentration of 4 M and nonionic case.  While a linear decrease was observed 

up to 1 M, less decrease in thermal conductivity was observed from 2 M. Adding sodium 

and chloride ions into the electrolyte solution causes reduced thermal conductivity due to 

weak intermolecular interactions between ions in NaCl and water molecules. Besides this 

is because, ionic mobility decreases with increased concentration. With respect to thermal 

conductivity of silicon, thermal conductivity of electrolyte solution is less than silicon 

and it affects temperature gradient, hence more linear temperature gradient were observed 

for electrolyte than silicon as seen in Figure 4.10. 

 

 

 

Figure 4.12. Varying with ionic concentration (a) heat flux and (b) thermal conductivity 

of electrolyte solutions. 
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Kapitza length was observed at silicon/electrolyte interface and was calculated as seen in 

Equation 4.4. 

 

𝐿𝑘 = ∆𝑇/(
𝜕𝑇

𝜕𝑧
)𝑙𝑖𝑞𝑢𝑖𝑑 (4.4) 

 

where ΔT is the temperature difference between solid and electrolyte solution, 

ΔT= Telectrolyte – Twall, ∂T/∂z is the temperature gradient at electrolyte solution. Thermal 

resistance length or called as Kapitza length (LK) were shown in varying ionic 

concentrations for both hot wall and cold wall as seen in Figure 4.13. In all concentrations, 

LK at cold surface is higher than LK at hot surface, and both LK cold and LK hot decrease 

with increased ionic concentration. In literature, Barisik and Beskok135 investigated effect 

of interaction parameters on interface thermal resistance and they found that LK at cold 

surface is higher than LK hot surface for εSi−O/εSi−O
∗ < 0.2. The temperature difference 

is determined by thermostat is similar for all cases and the temperature gradient in the 

electrolyte solution has affected the results. The reason is that temperature drop in 

electrolyte solution was easily observed as linearly with increased ion concentration. 

Furthermore, temperature gradient increase as interface thermal resistance decreases.  

Contact angle increases with decreased interaction strength, hence solid surface 

acts as hydrophobic11 and according to the interaction strength value used in this study, 

the solid/liquid interface behaves as hydrophobic. Measured Kapitza lengths at 

hydrophobic solid/liquid interface were between 7.50 nm and 13.50 nm and agreement in 

other molecular dynamics135,148 and experimental studies149.  

Considering the electrolyte solution, a trend of Kapitza length at varying 

concentrations could be observed and thermal resistance length decreases with increased 

ionic concentration. Nonionic case should be examined since it is not compatible with 

trend. For the nonionic case due to its long range interaction, it cannot be said that it is 

included in the trend. In other words, this situation was observed due to the long range 

interaction of ions added into the water molecules. It will also be seen at an electrolyte 

concentration of less than 0.1 M, both Kapitza length for hot and cold wall and the heat 

flux will differ from the nonionic case. The results will agree with the ion concentration 

trend. Density profiles presented in Figure 4.7 was examined to understand an outlier and 

showed that for the nonionic case, the water molecules peaked and penetrated into the 
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silicon, whereas the position was closer than other cases. In addition, the temperature 

gradient value was similar to that of 1 M electrolyte. That's why, density influenced on 

heat flux and Kapitza length of nonionic case. 

 

 

 

Figure 4.13. Kapitza lengths depending on the variation of electrolyte concentration. 
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CHAPTER 5 

 

 

 SUMMARY AND CONCLUSION 

With the development of computer, material and manufacturing technologies, 

studies in small sized has increased by the researchers in the last two decades. It has been 

observed that traditional theories cannot always explain the physics in materials like 

wetting and thermal management as the size come to nanoscale. Accordingly, surface 

interactions at atomic-molecular level play an important role in these nanoscale studies 

and interface interactions between mediums should be investigated. Therefore, in this 

study, wetting and heat transfer behaviors were studied at nanoscale by considering     

solid / liquid interface phenomena. This thesis, where silicon is frequently used as a 

surface material in microelectronic applications, is divided into two as the main titles; 

firstly, the wetting physics of the nano water droplets on the silicon surface and the 

investigation of effect of the electrolyte solution in the silicon nanochannel on the heat 

transfer.  

In Chapter 2, information about Molecular Dynamics was given in detail because, 

MD Simulations based on equation of motion were used for modeling at the molecular 

level with LAMMPS solver in this study. SPC/E water models with SHAKE algorithm 

were preferred when water molecules that on the surface and in the nanochannel was 

modelled. While Lennard Jones and Coulombic potentials was used to calculate the 

molecular interactions between hydrogen-oxygen atoms in water molecules and ions in 

electrolyte solution. The Lorentz-Berthelot mixing rule was used to interact with different 

atoms such as the interaction of silicon and hydrogen atoms. Instead of mixing rule for 

silicon and oxygen atom interaction, the value whose accuracy was specified in the 

literature11 was preferred. As long range forces PPPM (Particle Particle Particle Mesh) 

solver was used in simulations.  

In Chapter 3, as a first step water droplets on silicon surface were modelled to 

understand wetting behavior. The aim of chapter is to characterize effective range of 

intermolecular forces for wetting. For this reason, six different type of single crystalline 

and six amorphous silicon structures formed from crystalline silicon with various number 

of the water molecules were used during simulations. Similar surface density ranges that 
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high and low were chosen for both crystalline and amorphous silicon structures. One of 

the critical point of this study is that nano water droplets were formed as semi cylindrical 

to eliminate line tension effects while modelling of the system. The measured contact 

angles range from 80.8° to 109.5°. This difference is due to solid molecules distribution 

of the surface. Although semi-cylindrical water droplet is used, Tolman length effect can 

be seen. However, in order to see the effect of Tolman length in this study, different water 

molecules were modeled on the silicon surfaces in varying base radii of the water droplet. 

The contact angles of the crystal and amorphous surfaces of different water molecules 

used were similar and it was shown that Tolman length could be neglected. In order to 

characterize the factors causing the change of contact angles, near interface region has 

been defined at determined distances away from the surface. First, near interface height 

parameters that are smaller than the bulk area in amorphous silicon structures were 

specified and in regions at 0.13, 0.26 and 0.39 nm away from the surface, number density 

was compared with bulk region density. Bulk region density was similar for different 

amorphous structures. However, as h increases, number density increases for some 

amorphous silicon structures and decreases in others. Then, near interface density was 

calculated for single crystalline silicon structures and contact angles were measured 

various h parameters as a function of number density. In the study examined using 3 

different h parameters, number density was similar at the interfaces that extending 0.39 

and 1 nm from the surface and it was observed that it did not much affect the change of 

contact angle. In contrast, the interface at one or two atomic diameter distances from the 

surface has been shown to determine wetting physics. The change of the contact angle 

and wetting behavior can be explained especially by the silicon solid structure at the 

interface 0.13 nm from the surface both single crystalline and amorphous silicon 

structures. 

In Chapter 4, after investigation of wetting behavior at near interface region, the 

nanochannel was modeled as confined electrolyte solution between two parallel silicon 

walls. The effect of various electrolyte concentrations on thermal properties which are 

heat flux, temperature gradient, thermal conductivity, interface thermal resistance and 

temperature jump were investigated by using physical chemistry properties at solid/liquid 

interfaces such as density distribution, ion distribution. By determining surface charge 

density of negatively charged silicon at different concentrations used, the number of Na+ 

and Cl- ions used for concentrations were calculated. After the simulations, the vicinity 
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of the ions in the electrolyte solution with the solid wall were shown. Thereafter densities 

of the silicon / solution / silicon system at bulk region were compared by the density 

values found by experimental results, the distribution in the density profile at solid / liquid 

interface was examined. It was observed that the atoms and molecules in the electrolyte 

solution penetrated into the silicon atom without any gap with solid wall. Penetration of 

water molecules into silicon atoms are related that shown structure of solid and wall-fluid 

interaction by Vo and Kim148. Five different metallic materials that are FCC lattice and 

diamond lattice structure were used in their study and they concluded that water 

molecules penetrate into silicon atoms in first layer without gap with solid wall. This is 

because, APF of silicon diamond lattice structure is 0.34 and is smaller than Atomic 

Packing Factor of 0.74 for FCC lattice. Moreover, first peaks of silicon are lower than 

FCC structures. Based on this study, strong or weak solid / liquid interaction from       

liquid / liquid interaction affects density distribution. As a result, as ionic concentration 

increases, the first peak of electrolyte solution is closer to the silicon wall. Then, ion 

distribution was examined to obtain information about the thickness of the electric double 

layer. Since silicon interacts with oxygen atoms in water molecules, a negative surface 

charge occurs at solid / liquid interface then, EDL is observed on the surfaces. EDL 

thickness decreases with increased electrolyte solution concentration. Next, temperature 

distribution was plotted to calculate thermal properties at solid/liquid interface and 

electrolyte using some terms such as temperature gradient, temperature jump and these 

terms were shown as detailed in temperature profile. Similar temperature differences were 

observed between the wall and the electrolyte whereas the temperature gradient in 

electrolyte rises with increased ion concentration. Least square fit was applied on liquid 

(electrolyte solution) to calculate the observed temperature difference due to the 

interaction between dissimilar atoms. As shown in Equation 4.4, thermal conductivity 

and temperature gradient are inversely proportional. Therefore, conductivity drops while 

temperature gradient increases as electrolyte concentration was increasing. Kapitza 

lengths were calculated to characterize the interface thermal resistance both hot and cold 

walls. Calculated results were agree with molecular dynamic simulation and experimental 

studies. In consequence, LK for hot surface is smaller than LK for cold surface and Kapitza 

length at solid/liquid interface decreases with increased ionic concentration enhancing the 

heat flux and heat transfer. 
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