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Abstract—Creating and labeling data can be extremely time
consuming and labor intensive. For this reason, lack of suffi-
ciently large datasets for training deep structures is often noted
as a major obstacle and instead, synthetic data generation is
proposed. With their high acquisition and labeling complexity,
this also applies to fingerprints. In the literature, a number of
synthetic fingerprint generation systems have been proposed,
but mostly for algorithm evaluation purposes. In this paper,
we aim to analyze the use of synthetic fingerprint data with
different levels of degradation for training deep neural networks.
Fingerprint classification problem is selected as a case-study and
the experiments are conducted on a public domain database,
NIST SD4. A positive correlation between the synthetic data
variation and the classification rate is observed while achieving
state-of-the-art results.

Index Terms—fingerprint classification, synthetic ground truth,
deep learning

I. INTRODUCTION

Deep neural networks are proven capable of constructing ac-
curate input-to-output mappings for different types of research
problems, as long as an appropriate learning formulation and
a large specialized data corpus are provided for training.
Unfortunately, sufficiently large datasets are unavailable for
many domains, including fingerprint analyses.

Collection and labeling of fingerprints is a demanding task
in terms of both time and labor. Manual labeling also requires
a certain level expertise. Moreover, fingerprint data collection
brings about severe privacy and security issues. For these
reasons, even before the rise of data hungry machine learning
methods, several synthetic fingerprint generation systems were
developed [1], [5]. Their purpose was to generate datasets for
testing fingerprint matching algorithms against larger galleries,
to simulate real-world queries.

In this study, we aim to analyze the use of synthetic
fingerprint data with different levels of variation for training
deep neural networks. The focus of the research is more
about the impact of data variation rather than size. For the
experiments, fingerprint classification is selected as a case
study, since this task is more in line with traditional image
classification problems. To the best of our knowledge, a study
of this type has not been published before.

This work is supported by TÜBİTAK.

II. RELATED WORK

The related work can be discussed in three directions:
utilization of synthetic data for training deep neural networks,
synthetic fingerprint generation methods and deep learning in
fingerprint studies, particularly in fingerprint classification.

A. Synthetic data and deep learning

Today, we can safely argue that in the field of machine learn-
ing every resource we can think of, from algorithms and their
open-source implementations to programming frameworks,
from tutorials to online courses is abundant except high quality
data. As a result, research focus is drifted towards finding
methods to artificially augment real datasets of moderate sizes
[20], [25] and to generate training data synthetically [2], [15],
[23].

In [23], a synthetic training dataset is utilized for object
detection. In order to handle the variability in real-world data,
images are generated by randomizing the graphic simulator
parameters, without imposing a requirement to be photo-
realistic. Nevertheless, competitive results are achieved. In
[15], a similar study is done for learning disparity and optical
flow estimation, concluding that diversity in the synthesized
data is important but realistic effects, such as sophisticated
lighting models, are overrated.

B. Synthetic fingerprint generation

Research on synthetic fingerprint generation have started
long before the deep learning era. One of the most popular
among those studies is [5]. It has also been used in FVC
competitions [11] and proven to be beneficial for technology
evaluations. In a more recent study [1], another synthetic
fingerprint generator, inspired by Sfinge and called Anguli,
was proposed. In contrast to SFinGe, Anguli is a freely
available tool and mainly for this reason, it is utilized to
generate the synthetic fingerprint images in this work. In
2018 Looking at People ECCV Satellite Challenge, it has
also been used to generate ground-truth fingerprint images for
Track 3 competition [10]. Most recently, in [4], Cao and Jain
propose a Generative Adversarial Network to generate rolled
fingerprint images. Similar to SFinGe and Anguli, the main
motivation is specified as to simulate large scale fingerprint
search evaluation.
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C. Deep learning in fingerprint research

Just like any machine vision sub-domain, fingerprint anal-
ysis also took its share from the influx of deep learning
methods. Deep neural networks are adopted both in an end-to-
end fashion for fingerprint matching [3], [8] and separately for
different stages of fingerprint matching, such as segmentation
[17], orientation field estimation [21], minutiae extraction [7],
[13], [18], [19], [22]. In those studies, fingerprint researchers
try to handle issue of data scarcity in various ways, like
implementing patch-based methods [8], [13], [19], and data
augmentation [17], [21].

Deep learning architectures are also employed for finger-
print classification. In [24], stacked sparse autoencoders are
used for classification with orientation fields as features. By
adopting fuzzy classification at the autoencoder output, they
claim to increase the classification accuracy from 91.4% to
98.0% on the NIST Special Database 4 (NIST SD4) [26].
However, with the fuzzy method, weakly classified fingerprints
are also assigned the second highest probability label, convert-
ing the problem into a rank-2 classification.

In [9], Conic Radon Transform is applied on the fingerprint
image and the obtained image, combined with its original,
is fed into a Convolutional Neural Network (CNN) of 9
layers. An accuracy rate of 96.5% is reported on NIST SD4.
Finally in [16], two CNN’s (VGG-F and VGG-S) pretrained
on ImageNet [6] and fine tuned with NIST SD4 are used to
directly classify fingerprint images, without any preprocessing.
The accuracy rates of VGG-F and VGG-S networks are found
to be 94.4% and 95.05%, respectively.

III. METHODOLOGY

In order to analyze how the variability in the synthetically
generated training data affect the fingerprint classification
performance, synthetic data generated using Anguli [1] soft-
ware is subjected to different types of variations, resulting
in 7 different training sets. Separately or together with real
data, these sets are used to train a deep neural network and
classification accuracies are calculated on NIST SD4.

A. Synthetic data generation

Firstly, an orientation and a density map are generated
and a noise-free master fingerprint is obtained using Anguli
[1]. Next, in order to create synthetic training datasets of
different characteristics, variations listed and detailed below
added externally:

1) Fingerprint area: Fingerprint images can have different
shapes due to the varying finger size and contact pressure
amount. In order to create randomized masks to crop the
master fingerprint, a model controlled by 5 parameters
and proposed in [14] is employed (Figure 1).

2) Scale, rotation and translation: Images are rotated by
the image center, translated and scaled by random values
uniformly sampled from range of (-10.5,+10.5) degrees,
(-20,+20) pixels in both x and y directions and (0.5,
1.32) scaling factors, respectively.

Fig. 1. The fingerprint shape model [14]

3) Background: Background images are generated in mul-
tiple stages: Firstly, different paper-like base textures are
generated1. Next, marks and annotations that often exist
on fingerprint images (such as digits, class labels and
finger info) are simulated and printed on the background
at a random location and scale. Then, lines and dots
of random number, position and angle/size and finally,
uniform noise are added to the background image and
it is blurred by applying a Gaussian filter.

4) Perturbations: Noise that is more prominent at the edges
and light at the center is added in blobs of varying size.

5) Deformations: Piecewise affine transformation is applied
on a regular grid, to simulate shape deformations at the
fingertip that occur when pressed against the acquisition
surface.

6) Ridge thickness variation: If the finger tip is dry, friction
ridges appear thinner, and otherwise, thicker. In order to
simulate this, morphological operators are applied [14].

7) Scars: In order to simulate skin folds and scars, ellipses
of random length, thickness, angle and number are
added.

In total 7 training datasets are created with following
variations: v0: Raw Anguli master fingerprint, v1: 1+2, v2:
1+2+3, v3: 1+2+4+5, v4: 1+2+3+4+5, v5: 1+2+3+4+5+6 and
v6: 1+2+3+4+5+6+7. An example for each training dataset
and fingerprint class is given in Figure 2.

B. Classification

For fingerprint classification, CNNs with residual network
(ResNet-18) topology [12] are used. ResNet’s are proven
powerful for many applications, mainly because they make
it possible to train very deep structures using identity shortcut
connections that allow for gradients to flow through. The last
layer of the network is configured for fingerprint classification.
Cross entropy is used as the loss function and stochastic gradi-
ent descent as the optimizer. Instead of random initialization,
models are pre-trained on ImageNet [6].

1https://stackoverflow.com/questions/51646185/how-to-generate-a-paper-
like-background-with-opencv
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Fig. 2. Synthetic fingerprints of different classes from the the created datasets

IV. EXPERIMENTS AND RESULTS

In parallel to the related existing studies, experiments are
conducted with the NIST SD4 benchmark database [26].
NIST SD4 is provided by the National Institute of Standards
and Technology in USA and contains 4000 8-bit grayscale
fingerprint images of size 512x512. The fingerprint images
are manually labeled with one of the five classes: arch (A),
left loop (L), right loop (R), tented arch (T) and whorl (W).
Each class has two fingerprint images of 400 different fingers.
In the dataset, 700 images are labeled with more than one
class and those are excluded from the experiments.

As explained previously, 7 synthetic training datasets, each
of size 2000, are generated. Using those, two types of ex-
periments are conducted: 1) A classifier is trained using NIST
SD4 and tested on the synthetic training datasets to observe the
generalization performances. These results are expected to give
an idea about the level of similarity between real and synthetic
fingerprint images. 2) Classifiers are trained with purely real,
purely synthetic and both real and synthetic training data
and tested on NIST SD4 to examine the performances. All
experiments are conducted in 5-folds.

A. Synthetic data analysis

In order to estimate the ”credibility” of the generated
synthetic images, they are classified using a ResNet-18 trained
on NIST SD4. The results, given in Table I will be discussed
together with fingerprint classification results on NIST SD4 in
the next subsection.

B. Fingerprint classification

Different combinations of 7 synthetic training sets and NIST
SD4 results in 15 different setups. ResNet’s are trained with
these setups and tested on NIST SD4 (Figure 3).

Distinguishing between arch and tented arch classes can be
difficult even for human experts. For this reason, in the liter-
ature, these classes are often merged, resulting in 4-category
classification problem instead of 5. In this study, our classifiers

are trained and tested with 5 classes but for comparison,
4-class success rates are also evaluated by accepting arch
estimations correct for tented arch fingerprints and vice versa.

The results clearly show that using purely synthetic data
is not sufficient and the highest success rates, 80.82% and
79.91% achieved by v4 and v5 are still much lower than the
result achieved training without any synthetic data (95.61%).
On the other hand, a clear correlation can not be observed
between the ”credibility” scores and the contribution of the
synthetic datasets. This is mainly because the added variations
also change the classification difficulty of the fingerprint
images. The synthetic datasets with clear ridge lines are found
to have higher classification rates (v0 and v2).

When used for training with real data, synthetic data could
introduce minor improvements for almost all sets, v6 being the
highest contributor with a success rate of 95.76%. This rate
goes up to 96.97% for 4-category classification and it surpasses
the state-of-the-art results, such as [16]. Being the training set
with maximum number of variations, it is not surprising that
v6 emerged the victor. However, an error-analysis is needed
in more depth to be able to generate more rewarding datasets.

V. CONCLUSION

In this study, a methodology to generate synthetic fingerprint
images with different variations is presented. Differently than
existing studies that involve synthetic fingerprint images, their
contribution to fingerprint classification using deep learning is
analyzed. For this purpose, ResNet-18 topology is adopted and
trained with many different experimental setups. The results
have shown that increasing the variability in the synthetic data
is beneficial but its assistance can be improved.

In the future, we would like to inspect and optimize the
parameters to add variations on the synthetic fingerprint im-
ages to further increase the classification rates. Additionally,
we aim to conduct similar experiments for other stages of
fingerprint matching, that have been carried out using deep
neural networks.
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