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Abstract
The identification of nonlinear terms existing in the dynamic model of real-world mechanical systems such as robotic
manipulators is a challenging modeling problem. The main aim of this research is not only to identify the unknown
parameters of the nonlinear terms but also to verify their existence in the model. Generally, if the structure of the
model is provided, the parameters of the nonlinear terms can be identified using different numerical approaches or
evolutionary algorithms. However, finding a non-zero coefficient does not guarantee the existence of the nonlinear
term or vice versa. Therefore, in this study, a meticulous investigation and statistical verification are carried out to
ensure the reliability of the identification process. First, the simulation data are generated using the white-box model
of a direct current motor that includes some of the nonlinear terms. Second, the particle swarm optimization (PSO)
algorithm is applied to identify the unknown parameters of the model among many possible configurations. Then,
to evaluate the results of the algorithm, statistical hypothesis and confidence interval tests are implemented. Finally,
the reliability of the PSO algorithm is investigated using experimental data acquired from the UR5 manipulator.
To compare the results of the PSO algorithm, the nonlinear least squares errors (NLSE) estimation algorithm is
applied to identify the unknown parameters of the nonlinear models. The result shows that the PSO algorithm has
higher identification accuracy than the NLSE estimation algorithm, and the model with identified parameters using
the PSO algorithm accurately calculates the output torques of the joints of the manipulator.

1. Introduction
Modeling real-world mechanical components is a challenging problem in engineering applications [1].
Obtaining an accurate mathematical model of the systems is crucial to better understand the systems’
dynamic behavior [2]. Moreover, the mathematical model plays an important role in various research
areas such as filter design, monitoring, design optimization, fault detection, and sensor-less control
[3–5]. Over the past few decades, many studies have been performed to develop and implement var-
ious algorithms to model real-world systems such as robotic manipulators. However, the identification
of unknown parameters of the nonlinear terms that exist in the dynamics of these components is the
key and most difficult point of the modeling techniques, and they are seldom solved simply and effec-
tively. The main types of modeling methods that are commonly used in engineering applications can be
categorized into black-box and white-box modeling methods [6].

In black-box models, the model structure and its parameters are adjusted without considering the
physical insight of the system. Generally, these models are based on neural networks, deep neural
networks, fuzzy rules, and so on [7]. There is broad research on the application of these methods to
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engineering problems. In ref. [8], the parameters of the nonlinear dynamics model of a two-link robotic
manipulator are identified using fuzzy logic. In other research, an artificial neural network model is
trained using the Levenberg–Marquardt method to model a 2-degree-of-freedom (DOF) robotic manipu-
lator [9]. In ref. [10], Bayesian regularization backpropagation-based artificial neural network is applied
to model the kinematics of the three first links of the PUMA 560 robotic manipulator. In some other
papers, different neural network methods are combined with fuzzy rules to identify the parameters of
the underlying models of real-world components. In ref. [11], a typical neuro-fuzzy method is used
to identify the model parameters of the nonlinear systems. A hybrid fuzzy wavelet neural network is
used to develop nonlinear models through experimental data in ref. [12]. In black-box models, since a
mathematical function is fitted to the input–output data, they lack any physical meaning.

On the other hand, white-box models are based on physical principles (Kirchhoff’s law, Newton’s
law, and so on) and clearly explain the behavior of real-world systems [6]. They are the most pre-
ferred modeling method in engineering fields as they represent the actual relationship between the
variables of the model. Generally, all real-world mechanical systems exhibit nonlinear behaviors in
certain regions of operation. The identification and interpretation of nonlinear phenomena in these sys-
tems are the main challenge in dynamic modeling procedures. The static, viscous, Coulomb frictions,
and Stribeck velocity effect are possible nonlinear phenomena that affect the dynamic response of the
systems. Generally, the errors in dynamic models arise from ignoring these nonlinearities in mathe-
matical models. Consequently, developing parsimonious models of the systems that include physically
interpretable nonlinear terms is necessary to evaluate the performance of the systems.

Since white-box models represent the real physical behavior of the systems, they are preferred while
developing the components’ nonlinear mathematical models. An appropriate estimation algorithm is
needed to identify the models’ unknown parameters. In the literature, extensive research has been per-
formed to develop different techniques to estimate the unknown parameters of the models. In ref. [13],
the Bayesian technique is utilized to identify the parameters of the 10-DOF robotic arm. They showed
that the algorithm could estimate the parameters of the joints of the robotic arm with more accuracy
than conventional methods, such as the step-wise regression method. In other research, the parame-
ters of the acoustic model are estimated using iterative linear inversion and the inverse scattering series
methods. It is shown that the inverse scattering series method swiftly converges to the optimal value at
different values of the reflection coefficient when compared to the iterative linear inversion method [14].
The other types of methods that are commonly used to identify the unknown parameters of white-box
models are conventional and evolutionary methods. In conventional methods, a model is selected and
its unknown parameters are determined by minimizing the objective function [15]. These methods are
usually based on gradient descent techniques. Methods such as least squares estimation, weighted least
squares estimation, nonlinear least squares errors (NLSE) estimation, and maximum likelihood are used
to approximate model parameters [16–20]. However, conventional methods may not provide accurate
solutions since they are capable of getting trapped in local optima [21]. Moreover, they may lead to
sub-optimal performance under nonlinear conditions [22].

The other type of estimation method that is commonly used to identify the unknown parameters
of white-box models is evolutionary algorithms. The parameters of the nonlinear dynamic models have
been identified using algorithms such as particle swarm optimization (PSO), the genetic algorithm (GA),
and the simulated annealing algorithm [23]. Some comparative studies in the literature discuss the PSO
algorithm’s advantages over other evolutionary methods. According to Wihartiko et al., the PSO algo-
rithm is advantageous compared to the GA algorithm in terms of complexity, precision, iteration number,
and simplicity in programing when it searches for the optimal solution [24]. They demonstrate that the
average accuracy of the GA and PSO algorithms for obtaining an optimal solution is 99%, and 100%,
respectively. Furthermore, for solving complex optimization problems, the PSO algorithm provides swift
and accurate results compared to the GA [25]. The PSO algorithm has been extensively applied to solve
various daily life engineering problems. Liu et al. applied the PSO algorithm to estimate the time-varying
parameters of the permanent magnet synchronous motor model [26]. In related research by the authors,
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the PSO algorithm is applied to identify the unknown parameters of nonlinear models of a direct cur-
rent (DC) motor [27, 28]. It is demonstrated that the PSO algorithm successfully identifies the model
parameters with different nonlinear friction terms. Yan et al. employed the PSO algorithm along with
a Proportional Integral Derivative controller to identify the dynamic parameters of a 2-DOF robotic
manipulator [29]. They successfully identified the robots’ dynamic parameters, such as the mass of the
links and lengths of the links. In ref. [30], it is shown that the PSO algorithm can accurately identify
the unknown coefficients of the model over a wide working region. Moreover, the PSO algorithm needs
fewer parameters to tune and converges to the optimum solution with fewer iterations. Since the PSO
algorithm performs a parallel search to converge to the optimal solution, it could be used efficiently
to solve complicated nonlinear model problems in engineering fields. In this study, due to the stated
advantages, the PSO algorithm is selected to identify the unknown parameters of the nonlinear terms
that exist in the real models of the mechanical components.

Generally, if the structure of the model with nonlinear terms is provided, the unknown parameters
of these terms can be identified using any conventional approach or evolutionary algorithm. However,
finding a non-zero coefficient does not guarantee the existence of the nonlinear term or vice versa.
Therefore, a thorough investigation and statistical verification are required to ensure the reliability of
the identification process. According to the literature, there is not a general method to validate the
value of identified parameters using different approaches. However, the hypothesis and confidence inter-
val tests are well-known techniques that are commonly used in statistics science to test the reliability
of the regression coefficients [31, 32]. Meanwhile, they have received less attention in the nonlinear
modeling of real-world mechanical components to validate the accuracy of the identified parameters.
Therefore, employing hypothesis and confidence interval tests to validate the accuracy of the identified
parameters of the nonlinear models using the PSO algorithm is one of the main contributions of this
study.

This research aims to properly identify the unknown parameters of nonlinear models of real-world
mechanical components such as robotic manipulators and validate the results using statistical testing.
Obtaining an explicit mathematical model for nonlinear dynamic systems is a very difficult process. In
this study, the existence of some nonlinear phenomena such as nonlinear friction terms has been deter-
mined, and their unknown parameters have been identified. The parameter identification part could be
performed with various methods, but the existence of nonlinear terms in the mathematical model of
the system has to be verified with statistical methods. For this purpose, the identification algorithm is
combined with the statistical hypothesis and confidence interval tests to evaluate the reliability of the
identification algorithm. In this study, the PSO algorithm is used to identify the unknown parameters
in its simplest form so that any interested reader may implement the proposed strategy. To realize the
nonlinear model’s parameters identification algorithm, the following steps are performed: first, some
possible nonlinear terms that exist in mechanical components such as robotic manipulators, including
the static, viscous, and Coulomb frictions, and the Stribeck velocity effect, are collected from the lit-
erature. The simulation data for two different scenarios, including different combinations of nonlinear
terms, were initially generated using the nonlinear white-box models of a DC motor as a benchmark
problem. In the first case, all nonlinear terms are included in the real model of the DC motor. In the
second case, some of the possible nonlinear terms are excluded from the real model of the DC motor
to check the reliability of the PSO algorithm in the identification of the right terms in the model. Then,
the PSO algorithm is applied to identify unknown parameters in the models. To evaluate the accuracy
of the results, the statistical hypothesis and confidence interval tests are implemented. Finally, the reli-
ability of the algorithm is evaluated using experimental data acquired from the 6-DOF UR5 robotic
manipulator. The complete dynamic model of the manipulator is developed, and unknown parameters
of the nonlinear terms are identified using the PSO algorithm. To compare the accuracy of the iden-
tified parameters of the model using the PSO algorithm, the NLSE estimation algorithm is applied to
identify the unknown parameters of the nonlinear models and the results are discussed. The nonlinear
white-box model development, the PSO identification algorithm, and all the statistical validation tests
are implemented in MATLAB software.
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The remainder of the paper is categorized as follows. The literature review on modeling methods
and the methodology utilized in this paper is given in Section 2. The nonlinear models for the case
studies that are utilized to verify the suggested methodology are presented in Section 3. The results of
the research are discussed in Section 4. Finally, concluding remarks are provided in Section 5.

2. Problem definition and methodology
2.1. Nonlinear modeling
Various mathematical models have been suggested in the literature to identify nonlinear phenomena that
are physically seen in mechanical components such as robotic manipulators. The nonlinear hysteresis
behavior of the mechanical systems is addressed and modeled in refs. [33, 34]. Static friction and the
effect of temperature and pressure on its coefficient are investigated in ref. [35]. Static friction models
cannot capture the friction effect in the pre-sliding phase or when the system operates at extremely low
velocities. To compensate for these inadequacies, dynamic friction models including Coulomb friction
terms have been developed in refs. [36, 37]. The Stribeck velocity effect, which makes friction very
nonlinear, is proposed in ref. [38] and is included in certain nonlinear friction models [39, 40]. The
nonlinear behavior of viscous friction on lubricated surfaces was investigated in ref. [41]. In this study,
two nonlinear terms, including an exponential shape and a third-order polynomial, are added to the
LuGre model in order to capture the nonlinearities in the gross sliding regime. The general equation
for nonlinear friction torque (Tf ), which includes all of the nonlinearities mentioned in the literature, is
written as Eq. (1).

Tf = Tcsign(ω) + (Ts − Tc)exp−| ω
ωs

|sign(ω) + Tv1ω + Tv2sign(ω)ω2 + Tv3ω
3 (1)

where Tc represents the Coulomb friction that occurs when non-lubricated surfaces are in contact. The
static friction which describes the steady-state behavior between angular velocity and friction torques
is approximated with Ts. The nonlinear Stribeck velocity is represented with ωs. The viscous friction
that captures the linear relationship, exponential shape, and nonlinearity effect is represented by the last
three terms of the equation. The angular velocity (rad/s) is shown with ω.

After developing a general equation of possible nonlinear terms of real-world mechanical compo-
nents, the PSO algorithm is adopted to identify the unknown parameters β = [Ts, Tc, Tv1, Tv2, Tv3, ωs] of
the nonlinear models.

2.2. Parameter identification through PSO algorithm
In this research, the PSO algorithm is adopted to identify the parameters of the nonlinear terms of Eq. (1).
Although the PSO algorithm has been implemented in different engineering applications, it is scarcely
utilized for the identification of the parameters of the physically meaningful nonlinear terms of the
systems’ model. The PSO is an iterative evolutionary algorithm inspired by the animal colony behavior
that was first introduced in ref. [42]. In the algorithm, each particle keeps track of its previous best
position while accelerating toward the best solution of its position and the population’s best position [43].
At each iteration, the particle compares the fitness value of its current location to that of the population.
If the particle’s current location has a higher fitness value, the best value in the population is replaced
with the particle’s current location. After several iterations, the algorithm converges to the location
where the best solution, called the ”global best,” is found. The updated velocity of each particle (Vz+1

i )
is calculated using the particle’s current velocity (Vz

i ) and the particle’s distance from the global best
(gBest) and personal best (pBest) as Eq. (2).

Vz+1
i = χVz

i + d1(pBestz − Xz
i ) × rnd1 + d2(gBestz − Xz

i ) × rnd2 (2)

where d1 and d2 are acceleration coefficients and are tuned as 2. The best position of the particle in the
population and the best position of the particle in its search history are shown with gBest and pBest,
respectively. The distance of the global best and the personal best from the particle’s current position
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is multiplied by random values (rnd1 and rnd2) between 0 and 1. χ is the inertia weight and could be
expressed as Eq. (3):

χ = χmax + χmax − χmin

Itermax

(3)

The tuning coefficients χmin and χmax are chosen to be 0.4 and 0.9, respectively, which are ideal values
according to ref. [44]. The other parameters of the PSO algorithm are determined by trial and error as
follows: 10 particles are assigned to each of the unknown parameters of the mathematical models, and
the maximum iteration is set to 1000.

Using the updated velocity of the particle (Vz+1
i ) and the current position of the particle (Xz

i ), the
updated position of the particle (Xz+1

i ) could be calculated with Eq. (4):

Xz+1
i = Xz

i + Vz+1
i (4)

Since the equation of the possible nonlinearities was introduced in Eq. (1), model parameters could
be identified using the output signal of the real model and the model with identified parameters of the
mechanical components. The cost function (J) of the algorithm is constructed as a root mean squared
error between the real outputs Yj and the calculated outputs (Ŷj) values using the model with identified
parameters for n data samples as Eq. (5). The best-fitted model should be determined in such a way that
the cost function value (J) is minimized.

J =
√√√√1

n

n∑
j=1

(Yj − Ŷj)2 (5)

Furthermore, the NLSE estimation algorithm, which is an extended form of the linear least square
errors estimation method, is applied to evaluate the performance of the PSO algorithm in the identifica-
tion of the exact parameters of the nonlinear model of the mechanical components [45]. The algorithm
estimates the parameters of the nonlinear model using the linear least square errors estimation method,
and the results are attentively refined using the Levenberg–Marquardt algorithm [46].

2.3. Statistical test
Since the identified parameters using the PSO algorithm are utilized in real models of the systems,
the results should be verified with statistical tests. For this aim, the hypothesis test is implemented to
determine the significance of the identified model parameters (βk). In the first step, the two hypotheses
including null hypothesis H0 and alternative hypothesis H1 are considered as represented in Eq. (6)
[47, 48]: ⎧⎨

⎩
H0 : βk = 0

H1 : βk �= 0
(6)

In the statistical hypothesis test, a null hypothesis and an alternative hypothesis are formulated such
that if the null H0 is rejected, then the alternative is accepted [49]. The hypotheses test begins with the
null hypothesis that each of the parameters of the nonlinear model is equal to zero and is excluded from
the nonlinear model.

Then, the standard deviation of the model parameters (SDβk) is calculated using Eq. (7).

SDβk =
√

σ 2
βk

(7)

where (σ 2
βk) is the variances of the model parameters which are extracted from the diagonal elements of

the variance–covariance matrix.
In the next step, the standard error of the model parameters (SEβk ) is calculated via dividing the

standard deviation of the parameters to the square root of the data samples (n) and is represented as
Eq. (8).
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Figure 1. The flowchart for the procedure of the hypotheses test.

SEβk = SDβk√
n

(8)

Then, the test statistic value (Zk) is calculated using Eq. (9):

Zk = βk − β0

SEβk

(9)

where β0 is the value assigned to the parameters in the null hypothesis (H0).
Then, the corresponding probability value (p − value)k of the calculated test statistic value (Zk) from

the distribution under the null hypothesis (�(Zk)) is calculated using Eq. (10).

(p − value)k = 2(1 − �(Zk)) (10)

The (p − value)k checks the validity of the null hypothesis that the parameter k of the model is equal
to zero or not. In other words, the significance of the parameter βk is evaluated using the probability
value (p − value)k. If the (p − value)k is equal to or less than the specified significance level (α), the
null hypothesis is rejected and the alternative hypothesis is accepted at that level. In this case, it could
be concluded that the alternative hypothesis is true, which means that the parameter βk of the nonlinear
model is not equal to zero and the corresponding term exists in the model. Conversely, if the (p − value)k

is greater than the specified α value, it could be concluded that the parameter βk of the nonlinear model
is equal to zero and the corresponding term does not exist in the model. In this research, the significance
level (α) is assumed to be 0.01, which corresponds to the confidence interval level of 99%. The procedure
of the hypotheses test is shown in Fig. 1.

For further analysis of the results of the PSO algorithm, the lower bound confidence intervals (LBCIk)
and upper bound confidence intervals (UBCIk) values of the identified parameters βk are calculated as
Eq. (11). The identified parameter βk that includes 0 value in its confidence interval [LBCIk UBCIk] has
no significant effect on the model and its corresponding term could be ignored from the model and vice
versa [48]. ⎧⎨

⎩
LBCIk = βk + 2.58(SEβk)

UBCIk = βk − 2.58(SEβk)
(11)

The procedure of the confidence interval test is shown in Fig. 2.
In the next section, two different nonlinear modeling benchmark problems are presented.
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Figure 2. The flowchart for the procedure of the confidence interval test.

Figure 3. Schematic diagram of a DC motor.

3. Case studies
In this section, two case studies, including nonlinear models of a DC motor and the UR5 robotic manip-
ulator, are represented, which include nonlinear terms in the systems. The first case study is intentionally
modeled using simulation data for validation, whereas the second one utilizes experimental data from
the robotic arm.

3.1. Case study 1: DC motor
In the first case study, an actual model of a DC motor that contains all or some of the possible nonlinear
terms is used to generate the simulation data for nonlinear modeling through the PSO algorithm. The
DC motor is an electro-mechanical element that converts electrical energy into mechanical energy [50].
Due to its durability, portability, and high efficiency, it is one of the most preferred actuating components
in many industrial applications such as robotics and automatic systems. A schematic diagram of a DC
motor including electrical and mechanical circuits is represented in Fig. 3.

Developing an accurate mathematical model representing the actual dynamic behavior of the DC
motor is necessary for controller design, performance evaluation, and so on. The mathematical model
of the DC motor includes both electrical and mechanical terms. The electrical circuit of the motor could
be represented as Eq. (12) using Kirchhoff’s second law:

U(t) = Ri(t) + L
di

dt
+ E(t) (12)
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where U(t) is the input voltage, i(t) is the current flowing in the circuit, and R and L are the resistance
and inductance of the motor coil. E(t) represents the back electro-motive force and could be written as
Eq. (13):

E(t) = Kω(t) (13)

where ω(t) is the angular velocity and K represents the motor constant.
The mechanical circuit of the DC motor is developed using Newton’s second law as Eq. (14):

Tm(t) = J
dω

dt
(14)

where Tm(t) is the motor torque, and J is the total moment of inertia of the motor.
In DC motor modeling, the general approach is to ignore the nonlinear terms and develop linear

models using Eqs. (13) and (14). However, when the motor rotates in two directions or works at low
velocities, nonlinear phenomena such as Coulomb friction and viscous friction affect the performance of
the system. Neglecting the effect of these nonlinear phenomena in the mathematical model of the system
leads to modeling errors. To develop a more accurate model of the DC motor, the possible nonlinear
terms in Eq. (1) should be added to the linear model. However, to test the reliability of the PSO algorithm
in the identification of the correct terms of the model, two possible situations are considered.

In the first situation, all nonlinear terms in Eq. (1) are included in the simulation model and the PSO
algorithm is utilized to identify model parameters. Consequently, the motor torque Eq. (14) is re-written
as Eq. (15):

T (1)
m (t) = J

dω

dt
+ T (1)

c sign(ω)

+ (T (1)
s − T (1)

c )exp
−| ω

ω
(1)
s

|
sign(ω) + T (1)

v1 ω(t) + T (1)
v2 sign(ω(t))ω2(t) + T (1)

v3 ω3(t) (15)

The PSO algorithm will be utilized to identify the unknown parameters (J, K, L, R, T (1)
s , T (1)

c , T (1)
v1 ,

T (1)
v2 , T (1)

v3 , ω(1)
s ) of the nonlinear model using the simulation data of the DC motor model.

However, in the second situation, to evaluate the reliability of the PSO algorithm in the identifi-
cation of the correct nonlinear terms, the nonlinear terms of the viscous friction are eliminated from
the model represented in Eq. (1). Consequently, the last two nonlinear terms of the model including
Tv2sign(ω(t))ω2(t) and Tv3ω

3(t) are discarded from the simulation model as represented in Eq. (16).

T (2)
m (t) = J

dω

dt
+ T (2)

c sign(ω) + (T (2)
s − T (2)

c )exp
−| ω

ω
(2)
s

|
sign(ω) + T (2)

v1 ω(t) (16)

3.2. Case study 2: A UR5 manipulator
In the second case study, experimental data are used to verify the reliability of the PSO algorithm in the
identification of the nonlinear model parameters. For this purpose, experiments are performed to acquire
data from the UR5 robotic manipulator through the appropriate identification and test signals. The UR5
robotic arm is a 6-DOF manipulator that is comprised of six revolute joints, which are categorized into
two sets of joints. The first set comprises the first three joints (base, shoulder, and elbow) with bigger
motors, whereas the second one includes the last three joints with smaller motors (wrist-1, wrist-2, and
wrist-3) [51]. Each joint of the robot includes its own brushless alternating current motor along with a
strain wave gearing mechanism. The main structure of the UR5 manipulator and its experimental setup
are represented in Fig. 4(a) and (b).

The dynamic model of a robot explains its motion in terms of the torques and forces applied to the
robot’s joints. The explicit knowledge of this model is very useful as it may be used for many pur-
poses, such as model-based control and sensor-less force estimation. For industrial robots, the torques
(τ ) applied to the robot joints could be calculated using the Euler–Lagrangian method using Eq. (17)
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Figure 4. The main structure of the UR5 manipulator (a) and its experimental setup (b).

by taking the joint coordinates as the generalized coordinates [52].

τ = M(q)q̈(t) + C(q, q̇)q̇ + g(q) (17)

where M(q) is the (6×6) mass inertial matrix, C(q, q̇) is the (6×6) Coriolis and centrifugal matrix, and
g(q) is the (6×1) gravity force matrix. q, q̇, and q̈ represent the position, velocity, and acceleration of
the joints of the robotic manipulator. The matrices that appear in this equation, however, are different
for each robot. Consequently, the dynamic analysis of an industrial robot concerns itself with finding
those values for a given robot of some known parameters.

In this study, the dynamic model of a UR5 manipulator is computed analytically. In the first step of
this analysis, the kinematics of the robot are solved at the position and velocity levels using the Denavit–
Hartenberg parameters. In addition to the task space coordinates of the tip-point, the rotation matrices
that describe the orientation of each link and the tip-point Jacobian are computed. In the second step, the
Jacobian matrices for the individual center of mass locations of the links are computed. This information
in conjunction with the mass and center of mass values is used to compute the values for the elements
of the matrices (M(q), C(q, q̇) and g(q)) that appear in Eq. (17). The kinematic information of the UR5
manipulator, which is provided by the manufacturer, is listed in Tables I and II.

The inertia tensors of the links (i = 1:6) including the moment of inertia values are calculated and
provided as Eq. (18).

I1 =
⎡
⎢⎣

0.0085 0 0

0 0.0064 0

0 0 0.0085

⎤
⎥⎦ , I2 =

⎡
⎢⎣

0.0085 0 0

0 0.212 0

0 0 0.212

⎤
⎥⎦ , I3 =

⎡
⎢⎣

0.0017 0 0

0 0.0473 0

0 0 0.0473

⎤
⎥⎦

I4 =
⎡
⎢⎣

0.0018 0 0

0 0.0014 0

0 0 0.0018

⎤
⎥⎦ , I5 =

⎡
⎢⎣

0.0018 0 0

0 0.0014 0

0 0 0.0018

⎤
⎥⎦ , I6 =

⎡
⎢⎣

0.00008 0 0

0 0.00008 0

0 0 0.00013

⎤
⎥⎦

(18)
To describe the effects of nonlinear friction on the joints, an extra term (τf ) should be added to the

standard form of the dynamic model in Eq. (17). The friction (τf ) adversely affects the performance of
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Table I. Denavit–Hartenberg parameters of the manipulator.

Jointi θ i (rad) ai (m) di (m) αi (rad)
1 0 0 0.089159 π/2
2 0 −0.425 0 0
3 0 −0.39225 0 0
4 0 0 0.109915 −π/2
5 0 0 0.09465 −π/2
6 0 0 0.0823 0

Table II. Mass properties of the manipulator.

Link Mass (kg) Center of mass (m)
1 3.7 [0, −0.02561, 0.00193]
2 8.393 [0.2125, 0, 0.11336]
3 2.33 [0.15, 0, 0.0265]
4 1.219 [0, −0.0018, 0.01634]
5 1.219 [0, 0.0018,0.01634]
6 0.1879 [0, 0, −0.001159]

the robot during reversal motions and low velocities, and it has to be identified accurately. The friction
(τf ) could be shown as Eq. (19) via re-writing Eq. (1).

τf = τcsign(q̇) + (τs − τc)exp−| q̇
q̇s

|sign(q̇) + τv1q̇ + τv2sign(q̇)q̇2 + τv3q̇3 (19)

Since different possible configurations of the nonlinear friction terms expressed in Eq. (19) may occur
while the robot is operating, the identification of the exact type of friction that exists in the model of the
joint has great importance. A precise dynamic model of the manipulators generally relies on the identi-
fication of accurate parameters for these nonlinear terms. For this purpose, the PSO algorithm is applied
to identify the unknown parameters of the nonlinear terms of the UR5 dynamic model. To realize the
identification procedure, the appropriate identification and validation trajectories are generated. Then,
while the UR5 manipulator follows the trajectory, experimental data from the encoder position and the
motor current sensor are collected.

4. Results and discussion
In this section, the nonlinear model’s parameter identification using the PSO algorithm and statistical
tests of the results are provided for both case studies.

4.1. Case study 1
Two possible scenarios are considered to check the reliability of the PSO algorithm in the identification
of the correct nonlinear terms of the DC motor dynamic model. In the first scenario, the real nonlinear
model of the DC motor, which contains all possible nonlinear terms (Eq. 15), is employed to generate
simulation data. Two input signals which cover different working regions of the DC motor are used for
parameter identification and model validation purposes. To obtain the exact dynamic behavior of the DC
motor, the input signal should have the capacity to excite all the dynamics of the system. For this aim, an
extended random signal in the range of [-5 5] V is applied as an identification signal and is represented
in Fig. 5.
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Figure 5. The input voltage signal for the identification.

Figure 6. The output of the actual model and the calculated output of the model with identified
parameters of the DC motor for the first scenario using identification signal.

The PSO algorithm is applied to identify the parameters of the nonlinear model, and statistical tests
are performed to check the accuracy of the results. The white Gaussian noise with the signal to noise
ratio of 28 dbW is added to the output angular velocity ω(t) of the actual nonlinear model of the DC
motor. The output of the actual nonlinear model of the DC motor and the calculated output angular
velocity using the model with identified parameters are shown in Fig. 6.

The real parameters of the DC motor and the identified parameters using PSO and NLSE estimation
algorithms, identification errors along with the LBCI, UBCI, and p-values of the parameters are shown in
Table III.

Both actual parameters and identified parameters of the DC motor are given in Table III. For further
analysis of the results, p-values of the parameters are calculated. The p-values of all the parameters
are calculated as 0, which is less than the significance level value (α) (p-value < 0.01). It could be
concluded that all of these parameters are significant and should be included in the model of the DC
motor. Moreover, the values of the LBCI and UBCI of the parameters of the model are calculated. Since
none of the identified parameters includes a 0 value in their confidence region, it could be concluded
that all the parameters are statistically significant and exist in the real model. Consequently, due to the
statistical results, the PSO algorithm successfully identifies the unknown parameters of the model when
all the nonlinear terms exist in the actual model of the DC motor. Furthermore, since the identification
error of the parameters is less than 5%, it could be concluded that the PSO algorithm is capable of
identifying the unknown parameters of the nonlinear model.
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Table III. The real and identified parameters of the DC motor and their statistical test results for the
first scenario.

Parameter Real value Identified using PSO Error (%) [LBCI UBCI] p-Value
J 0.1 0.095 5 [0.086 0.104] 0
K 0.2 0.19 5 [0.178 0.202] 0
L 0.1 0.099 1 [0.091 0.108] 0
R 1.5 1.485 1 [1.465 1.505] 0
T (1)

s 0.1 0.095 5 [0.086 0.104] 0
T (1)

c 0.2 0.19 5 [0.177 0.203] 0
T (1)

v1 0.05 0.05 0 [0.043 0.057] 0
T (1)

v2 0.05 0.05 0 [0.043 0.057] 0
T (1)

v3 0.02 0.019 5 [0.017 0.02] 0
ω(1)

s 0.01 0.01 0 [0.198 0.223] 0

Figure 7. The input voltage signal for verification of the model with identified parameters.

The identified parameters are replaced in the DC motor model and the accuracy of the model is
evaluated using another extended random signal in the range of [-5 5]V. The white Gaussian noise with
the signal to noise ratio of 25 dbW is added to the output angular velocity ω(t) of the actual nonlinear
model of the DC motor. The input signal and the output signal of the actual nonlinear model of the DC
motor and the calculated output angular velocity using the model with identified parameters are shown
in Figs. 7 and 8.

The coefficient of determination (R2) is calculated to evaluate the relative measure of fitness between
actual and calculated output using the model with identified parameters through the PSO algorithm as
Eq. (20) [53].

R2 =
∑n

j=1 (Ŷj − Yj)2

∑n
j=1 (Yj − Yj)2

× 100 (20)

where Ŷj, Yj, and Yj represent the calculated, actual outputs, and the mean of the output, respectively.
The R2 value for the first scenario is calculated as 97.1%, which means that the model with identified
parameters using the PSO algorithm could perfectly explain the variations in the output angular velocity
data around its mean. Furthermore, the mean square errors (MSE) is calculated to check the accuracy
of the model with identified parameters in calculating the outputs. The MSE value is calculated as small
as 0.01 (rad/s), which means that the model with identified parameters using the PSO algorithm could
accurately calculate the output of the DC motor.
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Figure 8. The output of the actual model and the calculated output of the model with identified
parameters of the DC motor for the first scenario using verification signal.

Figure 9. The output of the actual model and the calculated output of the model with identified
parameters of the DC motor for the second scenario using identification signal.

In the second scenario, to evaluate the reliability of the PSO algorithm in the identification of the cor-
rect nonlinear terms, some of the possible nonlinear terms are excluded from the real model of the motor.
For this aim, the nonlinear terms of the viscous friction are eliminated from the nonlinear model repre-
sented in Eq. (1) and simulation data are generated using the model shown in Eq. (16). The same input
voltage signal used for the prior scenario, which is represented in Fig. 5, is applied as an identification
signal to the model.

Then, the PSO algorithm is applied to identify the parameters of the nonlinear model, and statistical
tests are performed to check the accuracy of the results. The white Gaussian noise with the signal to
noise ratio of 28 dbW is added to the output angular velocity ω(t) of the actual nonlinear model of the
DC motor. The output of the actual nonlinear model of the DC motor and the calculated output angular
velocity using the model with identified parameters are shown in Fig. 9.

The real parameters of the DC motor and the identified parameters using PSO algorithms, along with
the identification error and parameters’ LBCI, UBCI, and p-values, are shown in Table IV.

Both actual parameters and identified parameters of the DC motor are given in Table IV. For further
analysis of the identification results, p-values of the parameters are calculated. Except for T(2)v2 and
T(2)v3, the p-values of other identified parameters such as J, K, L, R, T (2)

s , T (2)
c , T (2)

v1 , and ω(2)
s are calculated

as 0, which is less than the significance level α value (p-value < 0.01). It means that these parameters
are statistically significant and should be included in the model of the DC motor. The p-values of T (2)

v2
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Table IV. The real and identified parameters of the DC motor and their statistical test results for the
second scenario.

Parameter Real value Identified using PSO Error (%) [LBCI UBCI] p-Values
J 0.1 0.1 0 [0.084 0.135] 0
K 0.2 0.19 5 [0.158 0.221] 0
L 0.1 0.1 0 [0.084 0.135] 0
R 1.5 1.52 1.3 [1.449 1.59] 0
T (2)

s 0.1 0.1 0 [0.084 0.135] 0
T (2)

c 0.2 0.2 0 [0.186 0.253] 0
T (2)

v1 0.05 0.05 0 [0.036 0.073] 0
T (2)

v2 0 1 × 10−7 0 [−2.5 × 10−4 2.5 × 10−4] 1
T (2)

v3 0 1 × 10−9 0 [−2.5 × 10−4 2.5 × 10−4] 1
ω(2)

s 0.01 0.01 0 [0.176 0.243] 0

Figure 10. The output of the actual model and the calculated output of the model with identified
parameters of the DC motor for the second scenario using verification signal.

and T (2)
v3 , on the other hand, are calculated as 1, which is greater than the significance level value (p-

value > 0.01). It means that these parameters are statistically insignificant and could be discarded from
the model. Moreover, for further analysis of the reliability of the identified parameters, the values of the
LBCI and UBCI of the model parameters are calculated. The T (2)

v2 and T (2)
v3 parameters include 0 values in

their confidence region, which means that these parameters are statistically insignificant and do not exist
in the real model. Consequently, according to the results of the statistical tests, the PSO algorithm could
identify the unknown parameters of the model even when some of the nonlinear terms are not included
in the actual model of the DC motor. Furthermore, since the identification error of the parameters is less
than 5%, it could be concluded that the PSO algorithm is capable of identifying the unknown parameters
of the nonlinear model.

In the next step, the identified parameters are replaced in the DC motor model. The same input volt-
age signal used for the prior scenario, which is represented in Fig. 7, is applied as a verification signal
to the model. The white Gaussian noise with the signal to noise ratio of 25 dbW is added to the output
angular velocity ω(t) of the actual nonlinear model of the DC motor. The output signal of the actual non-
linear model of the DC motor and the calculated output angular velocity using the model with identified
parameters are represented in Fig. 10.

To evaluate the output of the model with identified parameters in the second scenario, R2 and MSE
values are calculated and discussed. The R2 value is calculated as 97.5%, which means that the model
with identified parameters explains the variations in the output angular velocity data around its mean.
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Figure 11. The position (qi), velocity (q̇i), and acceleration (q̈i) signals of joints (i = 1-6) of the UR5
manipulator for identification.

Figure 12. The representation of the trajectory for identification in Cartesian space.

The MSE value is calculated as small as 0.01 (rad/s) which indicates that the model with identified
parameters using the PSO algorithm could accurately calculate the output angular velocity of the DC
motor.

4.2. Case study 2
For identifying the parameters of the nonlinear model of the joints of the UR5 manipulator, two trajecto-
ries are generated for identification and validation purposes. The connection with the UR5 manipulator
is established via the Universal Robot-Robot Operating System driver, provided by the ROS industrial
project. The joint trajectories of random frequency content are generated in MATLAB at waypoints
sampled at 100 Hz. These waypoints are then sent to the robot via the Joint Trajectory Action client. As
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Table V. The identified model parameters of the joints of the UR5 manipulator and their statistical
test results.

Identified Identified
Joint Parameter using PSO using NLSE [LBCI UBCI] p-Value
1 τc1 0.91 −14.1 [0.88 0.93] 1.7 × 10−9

τs1 0.64 8.3 [0.6 0.67] 2.2 × 10−5

τv11 0.9 4.49 [0.88 0.92] 1.6 × 10−4

τv21 1.6 × 10−8 −0.41 [−9.8 × 10−6 9.8 × 10−6] 1
τv31 2.4 × 10−8 −0.79 [−1.19 × 10−5 1.2 × 10−5] 1
q̇s1 0.045 3.77 [0.029 0.062] 9.4 × 10−3

2 τc2 0.95 1.6 [0.93 0.96] 0
τs2 0.5 9.08 [0.46 0.53] 0
τv12 0.4 −4.008 [0.37 0.44] 1.6 × 10−4

τv22 1.7 × 10−6 −6.42 [−9.9 × 10−5 1.02 × 10−4] 1
τv32 1.8 × 10−6 −0.56 [−1. × 10−4 1.05 × 10−4] 1
q̇s2 0.039 48.9 [0.024 0.055] 9.3 × 10−3

3 τc3 0.59 1.02 [0.55 0.63] 9.1 × 1045

τs3 0.54 5.94 [0.5 0.5] 3.6 × 10−38

τv13 0.89 0.15 [0.87 0.91] 1.6 × 10−4

τv23 1.12 × 10−8 −8.7 [−8.17 × 10−6 8.2 × 10−6] 1
τv33 3.24 × 10−14 6.81 [−1.39 × 10−8 1.39 × 10−8] 1
q̇s3 0.04 8.42 [0.03 0.06] 9.3 × 10−3

4 τc4 0.2 38.53 [0.17 0.24] 0
τs4 0.23 2.69 [0.19 0.26] 0
τv14 0.16 −79.85 [0.14 0.19] 1.6 × 10−4

τv24 2.9 × 10−13 −20.9 [−4.2 × 10−8 4.2 × 10−8] 1
τv34 2.8 × 1012 −0.35 [−1.3 × 10−7 1.3 × 10−7] 1
q̇s4 0.025 4.8 [0.013 0.037] 9.6 × 10−3

5 τc5 0.17 −8.51 [0.14 0.2] 6.2 × 10−14

τs5 0.2 0.25 [0.17 0.24] 0
τv15 0.17 3.089 [0.14 0.20] 1.6 × 10−4

τv25 7.3 × 10−4 −0.024 [−1.3 × 10−3 2.8 × 10−3] 0.99
τv35 1.1 × 10−12 1.5 × 10−3 [−8.1 × 10−8 8.1 × 10−8] 0.98
q̇s5 0.04 1.5 × 10−3 [0.03 0.062] 4 × 10−4

6 τc6 0.2 5.58 [0.17 0.24] 0
τs6 0.29 0.23 [0.26 0.33] 0
τv16 0.12 6.29 [0.097 0.148] 1.63 × 10−4

τv26 3 × 10−3 0.31 [−1.2 × 10−3 7.3 × 10−3] 0.99
τv36 2.22 × 10−14 0.37 [−1.15 × 10−8 1.15 × 10−8] 0.99
q̇s6 0.033 4.18 [0.019 0.047] 2.3 × 10−3

the robot executes the trajectories, joint variables, including the positions and velocities of all the joints,
as well as their currents, are published by the ROS driver. To compute the acceleration of the joints,
feed-forward and feed-backward numerical differentiation of the measured velocity signal is performed.
For each joint of the robot, the measured current of the motor is multiplied by the joint’s gear ratio and
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Figure 13. The measured torque and the calculated torque of the models with identified parameters
using PSO and NLSE estimation algorithms.

Figure 14. The position, velocity, and acceleration signals for model validation.

the motor’s torque constant to obtain the applied torque values of the joint. For this purpose, the gear
ratios are taken as 101 and the motor torque constant of the joints (i = 1–6) is assumed to be [0.135
0.136 0.135 0.095 0.086 0.089] (N.m/A) [51]. Since all terms of the joint models of the UR5 manip-
ulator depend on the velocity profiles of the joints, the trajectories for identification and validation are
chosen such that they cover different motor velocities. Two different trajectories are utilized to identify
the unknown parameters of the model and verify the models with identified parameters using PSO and
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Figure 15. The representation of the trajectory for verification in Cartesian space.

Figure 16. The measured applied torques and calculated torques of the joints of the models with
identified parameters using both PSO and NLSE estimation algorithms.

NLSE estimation algorithms. The signals (qi, q̇i, and q̈i) of all six joints of the UR5 manipulator and the
representation of the identification trajectory in Cartesian space are demonstrated in Figs. 11 and 12.

In the next step, the nonlinear model of the manipulator is developed and the PSO algorithm is applied
to identify the unknown parameters of the dynamic model. The parameter identification process with
the PSO algorithm is considered as an optimization problem that searches for the best values in the
parameter space. The cost function of the algorithm is to minimize the error between the measured and
calculated torque for a given trajectory. Each particle of the algorithm contains 6 parameters, and the total
number of particles is set to 60 (10 particles for each parameter). To evaluate the performance of the PSO
algorithm, the NLSE estimation algorithm is performed using the optimization toolbox of MATLAB
and the unknown parameters of the nonlinear model are identified using this method. To evaluate the
results of both algorithms, statistical hypothesis tests, including null hypothesis and confidence interval
tests, are performed. The identified parameters of the model using the PSO and the NLSE estimation
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Figure 17. The torque errors of the joints of the models with identified parameter using PSO and NLSE
estimation algorithms.

algorithms along with their statistical test results, including LBCI, UBCI, and p-values of the parameters,
are shown in Table V.

According to Table V, the identified parameters, including τci , τsi , τv1i , and q̇si for all joints of the robot
(i = 1–6), are identified as non-zero values using the PSO algorithm, which means that their correspond-
ing nonlinear terms exist in the dynamic model of the joints. However, τv2i and τv3i (i = 1–6) values for
all joints of the UR5 manipulator are identified as approximately equal to 0 using the PSO algorithm. It
means that the corresponding nonlinear terms of these parameters could be discarded from the dynamic
model of the joints. However, according to the results of the NLSE algorithm, all the parameters of the
dynamic model of the joints, except τv25 and τv35 , are identified as non-zero values. It means that the
corresponding nonlinear terms of the identified non-zero parameters exist in the dynamic model of the
joints while the other two parameters (τv25 , τv35 ) do not exist or have less impact in the model. Statistical
tests of the parameters are conducted for further analysis of the reliability of the identified parameters
using both algorithms. According to the confidence interval tests, only the parameters including τv2i and
τv3i of all joints contain zero values in their confidence interval [LBCI UBCI]. It could be concluded that
these parameters are statistically insignificant and do not exist in the model. Meanwhile, the remaining
parameters, including τci , τsi , τv1i , and q̇si , should be included in the dynamic model of the joints since
their confidence intervals do not contain a 0 value. The null hypothesis test results could be interpreted
as follows: The p-values of the identified parameters, including τci , τsi , τv1i , and q̇si are all calculated
as approximately equal to 0, which is less than the significance level α (p-value < 0.01). It could be
concluded that these parameters are statistically significant and exist in the dynamic model of the joints.
Conversely, the p-value of the remaining parameters, including τv2i and τv3i , is calculated approximately
equal to 1, which is greater than the significance level α (p-value > 0.01). It indicates that these param-
eters are statistically insignificant and do not exist in the dynamic model of the joints. Consequently,
concerning the statistical tests, the identified parameters using the PSO algorithm are more accurate
than those identified using the NLSE algorithm.

With the exception of the viscous friction nonlinear terms τv2i and τv3i , the physical interpretation of
the results shows that all nonlinear terms mentioned in Eq. (1) exist in the real nonlinear model of all
the joints (i = 1–6) of the UR5 manipulator.

https://doi.org/10.1017/S0263574722001783 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574722001783


20 Masoud Abedinifar et al.

Table VI. The R2 and MSE values of the outputs of the model
with identified parameters using the PSO and NLSE algorithm
of all joints of the UR5 manipulator.

R2(%) MSE (N.m)

Joint PSO NLSE PSO NLSE
1 97.55 90.27 3.13 19.98
2 97.47 90.49 5.43 12.6
3 96.81 88.99 2.19 13.32
Average1 97.27 89.91 3.64 15.3
4 87.28 85.56 0.64 0.72
5 93.53 87.97 0.38 0.68
6 88.25 83.91 0.57 0.75
Average2 89.68 85.81 0.53 0.71

To interpret the accuracy of the model with identified parameters using both PSO and NLSE
algorithms, the applied torques of the joints are calculated and are shown in Fig. 13.

To validate the model with identified parameters using both algorithms, a new trajectory is gen-
erated and supplied to the UR5 manipulator. The validation signal, including position, velocity, and
accelerations of all the joints of the manipulator, and the representation of the verification trajectory in
Cartesian space are demonstrated in Figs. 14 and 15.

Finally, the models with identified parameters using both algorithms are utilized to calculate the
output torque of the joints of the UR5 manipulator using a validation signal. The measured applied
torques of the joints and the calculated torque of the joints of the models with identified parameters
using both PSO and NLSE algorithms are shown in Fig. 16.

To evaluate the performance of the model with identified parameters using the PSO and NLSE algo-
rithms, the joints of the robot are divided into two sets, where the first three joints (base, shoulder, elbow)
are assigned to set 1 and the other three (wrist-1, wrist-2, wrist-3) are assigned to set 2. The absolute
values of the joints’ torque errors are calculated and represented in Fig. 17.

The higher errors of the NLSE algorithm are related to the accuracy of the identified parameters,
which may be obtained as local optima values. The R2 and MSE values are calculated to compare the
output of the model with identified parameters using the PSO and NLSE algorithms for each set of the
joints of the UR5 manipulator and are listed in Table VI.

According to Table VI, the R2 values of output torques of all joints of the models with identified
parameters using the PSO algorithm are greater than the ones calculated for the models with identified
parameters using the NLSE algorithm. Furthermore, the average R2 value for first set of the joint of
the models with identified parameters using the PSO and the NLSE algorithms is calculated as 97.27%
and 89.91%, and for the second set of the joints it was calculated as 89.68% and 85.81%. It means
that the models with identified parameters using the PSO algorithm for all the joints could explain the
variations in the output angular velocity data around their mean much better than the models identified
using the NLSE algorithm. Furthermore, the corresponding MSE values of the model outputs using the
PSO algorithm for all joints of the UR5 manipulator are less than the ones calculated for model outputs
using the NLSE algorithm. Furthermore, the average MSE value for the model outputs of the first set of
the joints using the PSO and NLSE algorithms is calculated as 3.64 (N.m) and 15.3 (N.m), and for the
second set of the joints, it is calculated as 0.53 (N.m) and 0.71 (N.m), respectively. It could be concluded
that the models with identified parameters using the PSO algorithm more accurately calculate the actual
torques of the joints when compared to the output of the models with identified parameters using the
NLSE algorithm.

https://doi.org/10.1017/S0263574722001783 Published online by Cambridge University Press

https://doi.org/10.1017/S0263574722001783


Robotica 21

5. Conclusion
In this study, the existence of nonlinear friction terms in mechanical components such as robotic manip-
ulators has been determined, and their unknown parameters have been identified. For this purpose, the
white-box models of real-world mechanical components that include nonlinear terms were developed,
and then the PSO algorithm was applied to identify the parameters of the existing nonlinear terms of the
model among possible configurations. However, the main aim of this research was not only to identify
unknown parameters but also to verify the existence of nonlinear terms in mechanical components such
as robotic manipulators. Therefore, meticulous investigation and statistical verification were carried out
for a reliable identification process using both simulations and experimental data. Moreover, to eval-
uate the performance of the PSO algorithm, the NLSE algorithm is applied to identify the unknown
parameters of the nonlinear model. The framework of identification used here could be summarized as
follows: first, the PSO algorithm was adopted to identify the unknown parameters of the nonlinear model
of the DC motor using simulation data for two different scenarios, including different combinations of
the nonlinear friction terms. Then, the reliability of the PSO algorithm in the identification of the cor-
rect terms of the nonlinear model was evaluated by applying the statistical hypothesis and confidence
interval tests. The statistical tests proved that the PSO algorithm could successfully identify the accurate
model parameters of the DC motor using simulation data, and the maximum identification error was as
small as 5%. To evaluate the reliability of the PSO algorithm in the identification of the exact nonlin-
ear terms, experimental data were acquired from all joints of the UR5 manipulator. The statistical test
results demonstrated that the PSO algorithm can successfully identify the significant parameters of the
nonlinear model of real-world mechanical components such as the UR5 robotic manipulator. To evaluate
the performance of the PSO algorithm, the NLSE algorithm is also performed using the optimization
toolbox of MATLAB and the unknown parameters of the nonlinear model of the UR5 manipulator
are identified. According to the statistical tests, the identified parameters using the PSO algorithm are
more accurate than those identified using the NLSE algorithm. In order to determine which models with
identified parameters give more accurate results, the R2 and MSE values for the model outputs are cal-
culated. It was demonstrated that the R2 values of the output torques of all joints calculated using the
PSO algorithm are greater than those calculated using the NLSE algorithm. It means that the models
with identified parameters using the PSO algorithm could explain the variations in the output angular
velocity data around its mean much better than the models with identified parameters using the NLSE
algorithm. The corresponding MSE values of the model outputs using the PSO algorithm for all joints
of the UR5 manipulator are calculated to be lower than those for model outputs using the NLSE algo-
rithm. It could be concluded that the PSO algorithm not only identifies the accurate parameters of the
nonlinear model of the UR5 manipulator, but the models with identified parameters using the PSO algo-
rithm could calculate the actual torques of the joints more accurately than the ones calculated using the
models with identified parameters using the NLSE algorithm.

For further development of the algorithm, additional physically interpretable nonlinear terms such as
flexibility, hysteresis, dead-zone, and saturation that exist in real-world mechanical components would
be collected from the literature and included in the nonlinear mathematical model. The identification
framework used here can be applied to different real-world nonlinear systems, such as thermal or fluid
systems, mechanical or electrical systems, such as solenoid actuators. Hence, this study might lead to
new directions for both academic research and engineering applications. Moreover, other methods such
as the Monte Carlo Markov chain combined with the Bayesian principle will be utilized to estimate the
unknown parameters of the models to compare the results obtained in this research.
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