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ONSOZ

Bu projede, birbirleriyle karigmis, farkl agirhklarla harmanlanmig isaretlerin ayrigtinlmas: ve isaret
kaynaklarinin kékenlerine inilmesi problemi ele alinmistir. Ele alinan isaret kaynag: problemi imgeler,
deprem isaretleri, beyin sinyalleri, astrofizik imgeleri gibi ¢ok ve gesitli olabilir. Kimileyin igaret
karisimiarmin fizikse! bir gercekligi vardir; Srnegin, astrofizik isaretleri gergekten big-bang’den kalan
isinim, kozmik tsinim, alet giiriiltiisii gibi farkli kaynaklara karsilik diser. Kimileyin ise, ikili siyah-beyaz
imgelerde oldugu gibi fiziksel gergeklifi olmayan “algoritmik™ tirlinlerdir.

Bu galigmada séz konusu kaynaklarin birbirlerinden istatistikselce bagimsiz olduklar: varsayilmistir.
Bunun disinda kalan 6nemli bir problem sinifinda ise kaynaklarin bagimlt olduklar gergedi yatar. Ancak
bagimsiz kaynak problemleri de yeterince ilging ve biiyiik bir problem sinifim olustururlar.

(zetle bu ¢alismada iki hedefe ulasilmistir:

1} Kaynak ayristirma tekniklerinde algoritmik ve kuramsal ilerlemeler: Burada giiriiltiilil ve duragan
olmayan durumlara genellestirmeler yapifmistir.

2) Kaynak ayrigtirma tekniklerini yeni uygulamalarini gergeklestirmek: Burada biometri amag!i el
sekli siluetlerine, astrofizik ve deprem isaretlerine, ve nihayet islevsel yakin Kizilalti bélgesinde
Slcitlen beyin isaretlerine uygulanmistir.

Bu proje TUBITAK EEEAG tarafindan desteklenmistir.
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Bu projede literatiirde kaynak ayrigtirma olarak bilinen istatistiksel isaret isleme ydntemleri hem kuramsal
acidan, hem de uygulamalan agisindan ele alinmugtir.

Kuramsal calismalarda, kaynaklarin uzamda ve zamanda birbirlerinden bagimsiz olmadiklart diigiincesiyle
pargactk siizgecleri ydntemi ele alinmigtir. Bu yaklagimda siireg hakkinda elimizde varolan onsel
bilgilerin algoritmaya agdinimasi miimkiin olmustur. Aynica duragan olmayan siireglerin de aynstirtlma
problemi ele alinmig, farkli yeniden drnekleme ve nem fonksiyonlar: segerek literatiirdeki teknikleri asan
sonuglar bulunmustur.

Uygulamaya dénitk galigmalarda ise, jeofizik isaret islemede klimatolojik verilere bakilmis ve gerek
Kuzey Atlantik Salinimi diye adlandinlan olgu irdelenmistir. Ancak topografik etkiler istenen sonuca
ulasilmasina engel olmustur. Ote yandan sicaklik verileri faktor analizi ile incelenmis ve volkanik
hareketlerin etkisi ortaya ¢ikanimaya calisilmustir,

Beyin isaretleri konusunda ozellikle prefrontal korteks bélgesinden biligsel siireglerle ilgili aragtirmalar
yapilmistir. Deneklerin bilis esnasinda beyindeki kan dengesinin, oksi- ve deoksi hemoglobinin
depisimleri yakalanmaya calisilmistir, Bagimsiz bilesen analizinin bu tiirlii dalga bigimlerini ortaya
¢tkarmakta ok etkili bir arag oldugu gésterilmistir.

Biyometri alaninda, bagimsiz bilesenler analizi hem yiiz imgelerine hem de el imgelerine uygulanmistir.
Bagimsiz bilesenlerin deneklerin kimlik bilgilerini tasiyan ve bozucu etkilere karsi en dayanikh
dznitelikler oldugu goriimiistiir.

Nihayet bagimsiz bilesen analizi CDMA: kod bélisiimlii goklu erigim isaretlerine uygulanmis ve sniimlil
kanallardaki alicinin performansini iyilestirici tasanimlar irdelenmistir.




ABSTRACT

In this project, we have investigated the theoretical aspects of the statistical tool called ICA: Independent
Component Analysis, and we have applied it to a diverse set of areas.

In the theoretical study, we first addressed the difficult problem where the sources are not independent
temporally and spatially. Particle filters can bring a solution to this problem and it enables one to
incorporate a priori information into the solution. Second, nonstationary processes are considered. With
judicious choice of re-sampling scheme and of the importance function we improved over the results in
the literature.

In application-oriented studies, climatological data was investigated. The first problem was the so-called
North Atlantic Oscillation: however, it was found that topological effects perturb and in fact preclude any
ICA-based solution. The world temperature data was analyzed with a view to determine the effect of
volcanic activity on the temperature time series.

Brain signals provide a fertile ground for the application of source separation techniques. Cognitive
signals were sensed from several subjects in task-oriented experimental protocols. ICA was instrumental
in extracting the brain hemodynamic response waveform from the mixture of brain background activity
and non-cortex signals.

Biometry can have different modalities and two of them, hand and face were considered in this project.
Decomposition of human faces and hand silhouettes into their independent components proved a very
robust method of feature extraction and of combating adverse effects of disturbances.

Finally, application of ICA to the code division multiple access schemes in mobile communication was
considered. Designs for improved performance in fading channels were analyzed.
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12. Yapilan Calismalarin Ozeti

[saret ya da kaynak aynistirma birgok gergek problemde karstmiza g¢ikan bir sorundur. Kaynak ayristirma
uygulamalarina konusma islemeden astrofizik imgelerin siniflandinlmasi, biometrik veri analizinden islevsel
biyolojik igaretlere, finansal zaman serilerinden Internet trafik analizine, mobil iletisim alicilarindan otomatik
belge okumaya kadar genis bir spektrumda rastlamlir. :

Kaynak ayrlstlrmé arastirmalart son 10 yildan beri hiz kazanmis olup, kaynaklarn gergekten bagimsiz olup
giiriiltitye bulagmamug oldugu durumlarda iyi sonug veren birgok algoritma vardir. Ne var ki gergek yasamda
karsilasilan problemlerin gogunda ya kaynaklar tiimityle bagimsiz degildir, ya dogrusal-olmayan iglemlere
maruz kalarak birlesmislerdir ya da giiriiltiiliidar. Ustelik kaynak sayisi gézlemci sayisi ile ayni olmayabilir
ya da kaynaklar duragan olmayabilirler.

Bu galismamin iki ana hedefi sunlardir:
3) Kaynak ayrigtirma tekniklerinin yeni uygulamalarimi gergeklestirmelk
4) Kaynak ayrigtirma tekniklerini giirtiltiilii, bagimly, duragan-olmayan durumlara genellegtirmek.

12A. Yontemsel Katlalar -
Kaynak ayristirmada yaptigimiz yontembilimsel yenilikler sunlardir:

12A4.1. Duragan Olmayan Ortamlarda Ayristirna
Proje grubu: Aysin Ertiiziin, Deniz Geng¢aga, Ercan Kuruoglu

Literatiirdeki yéntemlerin tiimiinde, karisim sistemindeki giiriiltii duragan olarak varsayilmaktadir,
Literatiirdeki bazi galismalarda, kaynaklarin duragan olmama durumuna deginilmis, fakat higbirinde kaynak
aynstirmada Kullaniimak tizere bu duraansizhik parametrik olarak modellenmemistir. Bu ¢ahismada biz,
literatiirde ilk olarak, duragan olmayan kaynaklarin, duragan olmayan giiriiltiilii durumlarda ayrigtirtmasina

iliskin bir ¢6ziim getirdik. Bu ydntem, ayrica, karisim matrisinin de zamanla degistigi durumlara da ¢8ziim
olanag1 saglamaktadir.

Gauss dagiliminin stz konusu oldugu durumlarda, ¢dziim Kalman siizgeci ile verilebilir. Fakat, Gauss
olmayan durumlar igin, nispeten yeni bir teknik olan pargacik siizgeglerinden yararlamlmistir. Benzer bir
yaklagim Ahmed v.d. [1] tarafindan kullanilmigtir. Biz, onun yaklagimiiu farkl: 8nsel dagihimlar, yeni 6nem
fonksiyonlart (importance function) ve yeniden drnekleme (resampling) yapilari kullanarak genislettik.
Ayrica, onun ¢aligmasini imge ayrigtirilmasina uyguladik [2]. Buna ilaveten, asagida belirtildigi gibi,
teknigin astrofizik imge aynstinlmasina uygulanmas: {izerinde de caligtik [3]. Burada, duragansizligin,
[4]"teki gibi karisimda degil de, isaretlerde ve giiriiltiide olduguna dikkat edilmelidir,




: Bunlara ilaveten, bu proje kapsaminda, zamanla degisen, dzbaglanimli (autoregressive) siireg
| kestirimi problemi de incelenmis ve literatiirde ilk olarak zamanla defisen dzbaglanimli Cauchy stireglerinin

[5] ve daha genel bir durum olan zamanla degisen &zbaglanimii alpha-karali siireglerin [6] kestirimi
gergeklestirilmistir. Bu deneylerden bazilarinin sonuglar: $ekil 1 ve 2’de verilmistir.
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Sekil 1 Degisik alpha degerleri igin 5zbagumli stireg parametresinin kestirimi (a) e =0.5,(b)a=1,{c) a
= 1.5, (d) @ = 2. Parametre siniisoidal olarak zamanla degigmektedir.
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Sekil 2. Degisik alpha degerleri igin 6zbagiml siire¢ parametresinin kestirimi (a) &= 0.5, (b) a =1

Parametre =500 aninda aniden 0.99’dan 0.95%e degismektedir
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(6] Gengaga, D., Kuruoglu E. E., Ertiiziin A., “Estimation of Time-Varying Autoregressive Symmetric Alpha
‘| Stable Processes by Particle Filters”, Submitted ro EUSIPCO 20035 Conference.

124.2. Cevrimici Bagimsiz Bilesen Ayristirtimasi icin ROTAPEX Algoritmast
Proje grubu: Aysin Ertiiziin, Deniz Gen¢aga, Ercan Kuruogiu

/| Bilindigi gibi, Bagimsiz Bilegen Ayristiriimasi (BBA) sonucu elde edilen kaynaklar ile bulunmast gereken
| orijinal halleri arasinda bir permiitasyon ve dlgek farki vardir[1].Bu galismada, bahsi gegen Slgek (degiginti)
farkimin Gnlenebildigi yeni bir metod gelistirilmistir [2]. Onerilen algoritma, temel olarak iki-asamali bir
| BBA metodu olup, ardisil olarak 8nce beyazlatma, ardindan da déndiirme islemlerinin ¢evrimigi olarak |
| gerceklestirilmesi esasina dayanir [2]. Buradaki amag, BBA’nin gevrimicgi bir sekilde gergeklestirilmesi
oldugu i¢in, ilintisizlestirme islemi i¢in Uyarlamali Temel Bilesen Cikarimi (APEX) yéntemi kullamtmus,
ardindan da beyazlatma igin gevrimigi bir glic normalizasyonu uygulanmistic [2]. Daha sonra, kaynaklari
elde edebilmek igin Ardigtl Givens Déndiirmelerinden ¢evrimigi bir sekilde yararlaniimigtir. Bilgisayar
| simiilasyon sonuglari, gelistirilen metodun, BBA’nin dogasinda bulunan &lgek farkinin dnlenebilmesinde
.| basarili oldufunu ve bu perspektifte, gevrimigi BBA uygulamalarinda oldukga timit verici oldugunu
;;:5 gbstermistir. Bu yontemle a yristirlan kaynaklar  3’te verilmistir.

i1 3t ""i‘f‘:mm"l"”&’f"lt :

e M e st i

Fig. 3. (a) Ozgiin kaynaklarin; (b) karisimiarin; () ROTAPEX yéntemi ile elde edilen kaynaklarin sagilim
grafikleri Satir 1: Karsim 1; Satir 2: Kangim 2; Satir 3: Karnigim 3.

{ (13 Hyvarinen A., Karhunen J. and E. Oja, Independent Component Analysis, John Wiley, 2001.
[2] Gengaga D. ve A. Ertiiziin, “Cevrimigi BagZimsiz Bilesen Aynstinlmast”, 11. Isaret lsleme ve
:_ Uygulamalart Kurultays (STU2003), Haziran, 2003, Tiirkiye, sayfa. 7-10.




124.3. Kaynak Ayristindmasinda Farkly Parcacik Siizgeci Yapilarinn

Karstlagtirilmast
Proje grubu: Aygwn Ertiiziin, Deniz Gengaga, Ercan Kuruoglu

. Projenin bu bélimiinde, Bagimsiz Bilesen Aynistiriimast (BBA) teorik agidan ele alinmig ve hem zamansal
hem de uzamsal onsel bagimbilik bilgilerinin geligtirilen ybnteme nasil entegre edilebilecegi iizerinde
| durulmustur. Bu amagla, arastirma kapsaminda ardigil Monte Carlo yontemleri olan “Pargacik Siizgegleri”
kullnamlmis ve elimizde kaynaklar hakkinda bulunan &msel bilgilerin sisteme bu sayede Bayesgi bir|.
modelleme ile entegrasyonu saglanabilmistir. Bu amagla gelistirilen “Pargacik Siizgegleri” yazilimi, BBA
problemine iki farkli sekilde uygulanmis (Algoritma 1 ve 2) [1] ve bagimsiz kaynaklanin bulunmasina
cahigiimigtir. Bu inceleme sonucunda, gelistirilen yntemin ¢ok tatmin edici bir bagarim saglayamamasinin
muhtemel sebepleri igerisinde bulunan “en iyi énem fonksiyonu” segimi konusu tizerinde durulmus ve su
* | sonuglar gikartlnugtir: Modellenen sistemde, durum degiskenlerinin zamansal evrimini belirten “durum gecis
" | denklemi” (process equation) hakkinda 8nsel bir bilgimizin olmamasi, Bootstrap algoritmasinin bagarimin
olumsuz yonde cok etkilemektedir. Bahsi gegen zamansal evrim bilgisi olmadan da “en iyi &nem
| fonksiyonu™nun bulunmasi imkansiz oldugu igin, kullanilan parcaciklarin gegmiy anlardaki veriye bagl
. |olarak gergeklestirilen giincellemeleri, modelin bilinmedigi durumlarda kullanilabilir. Bu amagla, “durum
gecis denklemi™ bir “rasgele yiiriiylis” (random walk) modeli kullanilarak modellenebilir ve evrimi saglayan
durum giirilltiisii de stfir ortalamali Normal bir dagilimla modellenebilir [2]. Bu Normal dagilimin degisintisi
de, gecmis zamanlardaki pargacikiarin modelledigi olasihk yogunluk fonksiyonunun degigintisinden dzyineli
- | (iterative) olarak bulunabilir. Bu sekilde bir “dnem fonksiyonu™ se¢ilmesinin basarimdaki olumiu etkisi
deneylerle gsterilmigtir [2].

Onem fonksiyonunun segilmesi problemi bu sekilde agildiktan sonra, kullanifan pargactk siizgeg modelinin
- | BBA igin elverisli olup olmadi1 tizerinde daha detayl bir inceleme yapilmigtir. Bu inceleme sonucunda, iki
gézlem modeli [2]°de karsilastirtlmustir. Bu wmodeller “Form 17 ve “Form 27 olarak adlandinimis ve
{karsilastirdmustir. Kisaca, birinei yapilarda, gbzlem verisi direkt olarak kendisinin zamanda gecikmis
degerlerine baghidir. Bu model altinda gelistirdigimiz ydntemler oldukea basarili bir sekilde caliymakiadir
. [3,4]. Arastirmanin diger bir kolu da, pargacik siizgeglerinde kullandigimiz modelin, Form 2 tipi
3_' uygulamalardaki basariminin neden yeterli diizeyde olmadiiinm olast sebeplerinin incelenmesi lizerinde
| yoZunlasmistir. BBA, bu grup igerisinde yer almaktadir. Bu amagla, daha 6nceki yaklagimlanimiz olan ve
* | Rao-Blackwellization isleminden yararianan algoritmalar yerine, [5]’de Gnerilen ve integrasyon yaklagimi
-|kullanan diger bir yéntem denenmis ve tek-degiskenli (univariate) durum igin basarili sonuglar elde
| edilmistir [2]. Dolayisiyla da su ana kadar problem ¢ikan Form 2 tipi modellerin ¢oziilebilmesinde nemli bir
‘| gelisim saglanmustir [2]. Bu yéntemin su swalarda gok-degiskenli (multivariate) durumlara, kaynaklar
|arasinda olasilik yogunluk fonksiyonlari izerinden bagimlilik bilgisini sokmak suretiyle, genellestirilmesi
: iizerinde calisilmaktadir. Bu calismanin bagimlt kaynaklarin ayristicilabilmesindeki tikanikhiin Gaiini
| acacag: diistiniilmektedir.
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[4] Gengaga, D., Kuruoglu E. E., Ertiiziin A., “Zamanla Degisen Ozbaglanimli Cauchy Siireglerinin Pargacik

Siizgegleri ile Kestirimi”, SIU 2005 Konferansina sunulinak iizere génderildi. :
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12B. Kaynak Aynrstirma Uygulamalaria Katkilar

12B.1. Jeofizik Isaret Isleme
Proje grubu: Sinan Ozeren, Ercan Kuruoglu

Jeofziksel sinyal ¢éziimlemesi ¢ahismalarimiz su ana kadar daha ¢ok klimatolojik sinyallerin ayrigtirilmast
iizerinde yogunlasti. [lk adim olarak Bagimsiz Bilesen Analizi (BBA) ile Kuzey Atlantik Salimmi’nin (KAS)
Tiirkiyedeki yagis lgiimlerine olan etkisini ayrnstirmak igin kullandik. KAS Kuzey Atlantik’de etkili olan
.;:5 dnemli  bir atmosfer salimmi olayini betimlemeye yarayan bir basing indisi. Bu salimimin genis Slgekte
sadece yagislar degil basska olaylart da etkiledigi klimatologlar ve atmosfer bilimeiler tarafindan iyi
biliniyor (6rmegin KAS, Kuzey Denizi-Hazar salimmuyla kuplaja girebiliyor). Biz, BBA igin gereken,
karigmis sinyallerin sayisi igin bir varsayim yaparak uzay-zaman ortaminda (yagis kayitlan tek bir yerden

+. | degil birkag bélgeden alintyor). Analiz sonuglar1 2003 SIU toplantisindaki bildirimizde de belirttigimiz gibi

ICA’un bu tiir ¢éziimlemelerde pek ise yaramadifini ortaya gikarmistir (sonuglari anlamlandirmak miimkiin
- |ise de ICA, atmosfer bilimlerinde sikga kullanilan tekil spectrum analizi gibi boyut indirgeme metodlarinin
| Btesinde bir islevsellik gostermemistir). Bu durumun bizce temel olarak {i¢ nedeni vardir

1- Kullandigimiz FASTICA algoritmas giiriiltii fakt&rit igin bir stratejiye sahip degildir

2- KAS sinyalinin Avrupa’nin Orta ve Dogu Avrupa’daki yagis rejimlerine etki ettigi basit istatistksel
yontemlerle bile tespit edilebilir olsa da sinyal aytklama baglaminda problem gok daha zordur. KAS
sinyali aslen lineer olmayan bir atmosferik filtreden gegerek yagis verilerine yansimaktadir. Séz
konusu non-lineerlik atmosferin hareketini betimleyen denklemlerin konvektif terimler igermesi ve
bu nedenle de tek bir harmonikten ¢ok sayida harmonic olusturabilmesinden kaynaklanmaktadir.
Bunun pratik anlami original sinyalden birbirinden bagimsiz (Fourier serisi cinsinden ifade
edildiklerinde her birt farkli bir moda tekabiil eden) bir ¢ok &lgedin ortaya ¢itkmasinin miimkiin
olmasidir.

3- Baslangigta veriye Temel Bilesen Analizi (TBA) uygulanarak problemin asal olarak ka¢ boyut
icerdigi konusunda bir fikir edinilip BBA’da bu say1 kullanilsa bile topografik etkiler bunu yapmay:
anlamsizlastirabilmektedir, zira lokal olarak yagis topografik degigimlerden etkilenebilir, Bu raporin |
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yazan, yukarida bahsedilen ¢aligmadan edindigi tecrilbeye gore topografik etkilerin bulundugu bir
ortamda BBA ile sinyal ayristirmast yapmaya kalkmanin anlamsiz bir is olacagina inanmaktadir.

Cahsmanin ikinci asamasi olarak kiirese! sicaklik verileri iizerinde galigmaya basladik (herkese agik olan
CDC verileri; http://www.cdc.noaa.gov/PublicData/). Bu ikinci ¢alismada Bagimsiz Faktor Analizi (BFA)
Kullanmaya karar verdik. Bu segimin birinci nedeni, sarthl olasilik arglimanlar: ile bir minimizasyon

? algoritmast kurmaya elverisli olmas: ve BBA gibi karisma matrisinin bir kare matris olmasi kisitlamasinin

olmamast. Global sicakhik verileri (bir ok yikseklik igin) standart faktdrlerin yaninda (giineg radyasyonu vs}
KAS, EL_NINO ve volkanik patlamalardan da etkileniyor. Bunlarin arasinda spekiilasyona en uygun olan
volkanik patlama etkileri, saysal ikiim simiilasyonlar bu etkiyi bir dereceye kadar ortaya gikarabiliyor.

yolkanik etki gok kisa bir siire 6nce bir grup Amerikall aragtirmact tarafindan BBA ile ¢dziimlenmeye
caligildi http://www.lInl.gov/CASC/sapphire/sep_climate/ )ancak olayin dogasi, bu raporun yazarna gore, '
| kare karisma matrisi kullanmaya elverisli degil. Biz, ¢alismamin ilk agamasinda CDC verilerinin enlem

ortalamatarim hazirladik (bu oldukga standart bir ig, zira volkanik etkinin enlemfer boyunca degil kuzey-

giiney ekseninde vir gesitlilik yaratmasini bekliyoruz). Daha sonra bu islemi aylik, mevsimsel, yillik ve dort
| yrliik zaman ortalamalarr igeren imgeler iizerinde tekrarladik. Her durumda bir imge bir eksende boylamlar,

sbiic eksende de basing seviyelerini (bir anlamda yiikseklikleri) igeriyor. Imgeler bu anlamda diisey
diizlemde (x-z) tamimlaniyorlar. S6z konusu iglemler 1979-2000 arasindaki tarihler igin yapildi, bu dénem

':ﬁgg icinde iki bilyiik volkanik patlama var (1982 El Chicon and 1991 Pinatubo patlamalari). Su anda KAS,
EL_NINO ve volkanik patlamalara tekabiil eden orijinal sinyallere ulagmak igin BFA bazli bir 6grenme
algoritmast iizerinde galisiyoruz (bu gahigmanin birincil sonuglarini EUSIPCO 2005 kongresinde sunmak
| izere génderdik, makale su sirada degerfendiriliyor). Ofrenme algoritmast, kaynaklar igin a-priori kabul
. |edilen olasilik dagilimi fonksiyonunun parametrelerini ayarlayarak Kullback-Leibler integral ifadesini
. {minimize ediyor, bu minimizasyon, bilindigi gibi, kaynaklar igin biitiin mertebelerden istatistiksel
{bagimsizhif: garantiliyor.

. M. S. Ozeren, H. Tath, H.N. Dalfes, Kuzey Atlantik sahmimimin klimatolojilere etkisinin BBA (ICA)

ile ¢oziimlenmesi, 2003 11. Sinyal Isleme ve Iletisim Uygulamalar Kurultayt (SIU). )
. An IFA-based machine learning algorithm {or the separation of climate signals, M. S. Ozeren, E.
Kuruogly, B. Uzunoglu, (under review for EUSIPCO-2005, Antalya)

12B.2. Beyinde Bilissel Isaretler
Proje grubu: Ata Akin, Biilent Sankur, Koray Cifici, Uzay Emir, Ceyhun Burak Akgiil

Beyin dinamiklerinin incelenmesinde sinirg6riintiileme teknikleri hizla geligmektedir, Ozellikle bilissel
etkinliklerin, normal ve sagliksiz beyinlerde yol agti1 elektriksel, biyokimyasal ve damarsal degisimleri
gozlemlemek yararh olmaktadir. Ne var ki beyin gibi karmasik bir organ fizyolojik &lgiimlerle
gozlemlendiginde tek bir islevsel tepkiyi Olgmek miimkiin olmamakta, ayni anda damar-sinir

|___sisteminden_gelen birden cok olgu kaydedilmektedir. Yeni bir noral gériintilleme {neuro-imaging)
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teknigi, islevsel yakin kizildtesi spektroskopi sistemi (iYKOS) (fNIRS: functional Near Infrared
Spectroscopy) sayesinde alnin istiine yerlestirilen problar ile prefrontal korteksteki fizyolojik degigimleri
izlemek miimkiin olmaktadir., Probun yaydigt belirli 151k dalgaboylan kandaki oksi ve deoksi
hemoglobin molekiillerine (HbO ve Hb) duyarlidir ve bu molekiillerin belirli bir hacim igerisindeki
derisim degisiklikleri yansitir., Ozellikle yogun biligsel etkinlik icerisine giren beyinde galigan sinir
hiicrelerinin gereksinim duydugu oksijeni tagiyan bu molekiillerin derisimlerindeki degisimler, beyn:n
hangi bolgesinin ne kadar etkin bir gekilde cahistig1 hakkinda bilgiler sunmaktadur.

Bu dogrultuda ¢alismalarimiz: 1) iYKOS denanimint gergeklestirmek, 2) Tagmabilir {YKOS sistemini
tasarimlamak; 3} MR uyumlu iYKOS sistemi tasarimlamak; 4) Cesitli biligsel etkinlikler altinda
deneklerden dlgiimler almak; 5) Bagimsiz bilesenler analizi, kanonik korelasyon analizi, entropik
topaklandlrfna gibi ydntemlerle kaynaklan ayrigtirma; 6) Biligsel iYKOS isaretlerinin spektral analizini
yapma. Gergeklestiriimis isler §6yle siralamr:

Donanim tasarim ve gerceklestirme:

1. NIROXCOPE 101, 201 ve 301 modelleriyle ii¢ siiriim halinde iYKOS sistemi gergekledik. Ilk sistem
(101) laboratuvarda calisabilecek bir sistem iken 201 kutulanmug ve hasta bagina gétiiriilebilecek bir
sistem halini almigtir,

Sekil 4 Prototip iYKOS cihazimin ; Sekil 5  NIROXCOPE  201’in
semass giriintiisit

Bu sistem ile cesitli dnciil ve Klinik dlgiimler alinmigtir. Ozellikle nefes tutma gibi temel fizyolojik
uyaranlar esnasinda yaptipimiz 6lglimlerde net olarak beyin dinamiklerini gérme ve nicelendirme
sansim yakaladik. Bunun diginda ayni sistemle migren hastalarindan, depresif hastalardan klinik
“6lgimler alirken lise 8grencilerinden ise biligsel siiregler esnasinda 61.(;_{_““11_“ aldik. Caligmalarimizda
ayni zamanda kaslar tizerinden de &lgiimler aldik. Sporcular ve sedanterler {izerinden aldigimiz
dleiimlerde 6zellikle damar dinamiklerinin ve kaslarin oksijen tiiketim hizlarinin bu iki gurup
arasmdaki farklarini gozlemlemeye galistik.

2. NIROXCOPE 301 sistemi 2017in aksine bilgisayara ek olarak takilan veri toplama (initesini sistem
icerisinde tutmaktadir. Bu haliyle sistem USB tabanh bir iYKOS sistemi olmugtur. Bu sistem su an
veri toplamaya hazir hale gelmisti. Bundan sonra tiim Slciimlerimizi bu sistem ile
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gergeklestirecegiz. 2017in benzerleri diinyada bir gurup aragtirmaci tarafinda vapilmisken, USB
tabanlt bu sistem henfiz higbir yerde yoktur,

Sistemlerimizin dlgiimlerini dogrulamak igin ayrica MR uyumlu fiberoptik kablo tabanli bir sistem
daha gergeklestirdik. Bu sistem, MR aygiti igerisinde MR ile es zamanl olarak Hb ve HbO &lgiimleri
alabilecek duyarliliktadir. Bu haliyle sistem tasarimi bitmis ve dememeye hazir hale gelmistir.
Oniimiizdeki aylarda ilk klinik Slglimlerimizi almay: planlamaktayiz.

isaret [sleme Adsmlari:

(i) Biligsel etkinligin nicelendirilmesi amaciyla yaprlanlfnsm'rh deneylerde, iYKOS yoluyla toplanan
oksihemoglobin (HbOy} degisimi zaman-dizisi verilerinin istatistiksel analizi.

istatistiksel analiz baglaminda, isaretler {izerinde istatistiksel duraganlik ve Gaussluk testleri yapildi.
Buna gore, HbO, igaretlerinin genel anlamda duragan bir siiregten gelmedigi, buna kargilik kisa-
donemli duraganlifin korunmas: gereken bir varsayim oldugu anlasildi. Uygulunan iic ayri Gaussiuk
testi (Kolmogorov-Smirnov, Jarque-Bera ve Hinich) sonucunda, HbO; isaretlerinin yok denecek
kadar az bir yaniima payiyla Gauss bir siiregten kaynaklanmadigt dogruland..

(iiy HbO; isaretlerinin zaman-frekans analizi, bu isaretlerden farklt nérofizyolojik bilesenlere dair farkl:
Sfrekans altbantlarvun uyarlamalt bir bigimde secilinesi. '

{lk asamada kisa-dénemli Fourier analizinin gérsel olarak incelenmesi yoluyla yiiriitiifen analizin ilk
sonuglannin ¢ok bilgilendirici olmamas: izerine, uyarlamali bir spektrum béliitleme algoritmas)
gelistirildi. Sézkonusu algoritma, 10 mHz’lik darbantlarda hesaplanan zaman-frekans &znitelik zaman-
dizilerinin benzerliginden ya da farkhlifindan hareketle, siradiizensel bir agag yapisi ve topaklandirma
kullanarak, darbantlari birlestirmektedir. Her bir isaret icin bu yolla ayri bir spektrum béliitlemesi elde
edilmektedir. Daha sonra farkls isaretler iizerinden bulunan béliitlemeler, ¢oguniuk oylama yoluyla
elenmekte ya da korunmaktadir. HbO, isaretleri tizerinde yapilan deneyler sonucunda, spektrumu
biitliniiyle kaplayan ve birbirleriyle drtiigmeyen dért frekans bandi kesfedilmistir: A-bandi (0-30 mHz),
B-band1 (30-40 mHz), C-band1 (40-250 mHz), D-bandi (250-850 mHz). 4-bandinn asil aradigimiz
biligsel etkinlik dalga bigimlerinin i¢ine gémiilmiis oldugu, arkaplan etkinliginin bir boliimiini icerdigi
diisiiniilmektedir. Buna ek olarak, B-bandinin biligsel etkinlikle ilgili ¢inlama frekansiyla ilgili oldugu,
C-bandinin da biligsel etkinlik bilgisini dolayli olarak tasidigs dogrulanmistir. D-bandindaysa, birtakim
yiiksek frekans salinimlari ve kalp atigi isaretinin kalintistum bulundugu varsayilmaktadir.

(ili) HBO; isaretlerinin biligsel etkinlige iliskin bilgi igerip icermediginin deneysel olarak kantlanmas:,
dolayisiyla FOI yonteminin biligsel etkinlik dlgtimii agisindan gecerlenmesi.

Biligsel etkinligin &lgiilmesi amaciyla yapilan insanli deneylerde kullanifan protokoller, neredeyse-
dénemli girsel ya da isitsel uyaran dizileri i¢erir. Beklenen denegin her uyarana yanit vermesi ve elde
edilen HbO; isaretinde de bu yamtin belirmesidir. Buna gbre, protokoldeki dénemliligin, dogrusal
sistem varsayimi altinda, Slgiile isaretlere de yansimasi savlanabilir. Gergekten de yaptiimiz
dénemlilik kestirimi deneyleri sirasinda, baz1 denek ve sezicilerden elde edilen isaretlerin, yiiksek bir
_ gitvenilirlik skoruyla protokoldekiyle neredeyse ayni degere sahip bir dénemlilik tasidigini gordiik.
L Bu sayede hem FOI’nin bilissel etkinligi dl¢tiigiinii gecerledik, hem de elimizdeki verilerin bilissel
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etkinlik agisindan kalitesini nicelendiren bir yontem elde etmis olduk. Bunlarla birlikte (ii)
maddesinde sozil edilen B ve C bantlarinda &nsiizgegleme yapildiginda giivenilirlik skorlarinin gizle
goriliir bir bigimde arttigini gézlemledik.

BBA ve dalga bigimi topaklandirmast yoluyla kisa-dénemli HbO, isaretlerinden biligsel etkinlikle
iligkili dalga bicimlerinin kestirimi.

Biligse! etkinligin dlclilmesinde asil amag, bu etkinlikle iligkili dalga bigimlerinin kestirilmesi. Bu
dalga bigimleri iizerinden hesaplanan birtakim parametrelerin, denegin yorgunlugu ve zihinsel
durumunu gdzlemeye olanak verecegi diigtiniilmektedir. Bu konuda genis bir bilgi birikimine sahip
olan fMRI yonteminin aksine FOI igin gelistiriimis yontemler bu ¢alismaya kadar bulunmuyordu.
Uyaran anlarinin hemen ardindan gelen zaman-dizisi 6rneklerini kullanarak, iki ayr yontemle dalga
bicimleri kestirdik. Ik yontem olan BBA, giristeki dalga bigimlerini birbirlerinden bagimsiz
katsayilara sahip birden ¢ok taban vektérlerine ayristirmaktadir. Bu taban vektorlerinden bir ya da en
cok ikisinin biligsel etkinlik iliskili bir dalga bi¢imi oldugu &ngdriilebilir. Difer yandan, dalga bigimi
topaklandirmasinda giristcki dalga bigimlerinin her biri igin B-spline katsay1 seti hesaplanmakta, daha
sonra bu Katsay: setleri topaklandiriimaktadir. Sonugta elde edilen topak merkezlerinden biri ya da
ikisi yine bilissel etkinlikle iligkili olabilir. Kestirilen BBA taban vektdrlerinin ya da topak
merkezlerinin bilissel etkinlikle iligkili olup olmadigi, fMRI'da sik¢a kullamlan Gamma dalga
bicimine benzerlikleri yoluyla belirlenmistir. Buna gére, kestirilen dalga bigimi {izerine zaman sabiti,
gecikmesi ve giddeti eniyileme depiskeni olan bir Gamma dalga bi¢imi oturtulmus, daha sonra
kestirilen dalga bigimiyle bu eniyi Gamma modeli arasindaki ilintt katsayisi hesaplanmistir. Yiksek
ilinti katsayili dalga bicimleri biligsel etkinlik iligkili olarak atanmistir. Bir biitiin olarak
degerlendirildiginde algoritma yari-parametriktir. Elimizdeki veriler izerinde yaptifimiz yogun
deneyler sonucunda, Gamma modeline benzerlik nesnel bir standart lgiit olarak diigiiniildiigiinde,
kestirilen dalga bigimlerinin biligsel etkinlik iliskili oldudu saptanmistir, Bu dalga bigimlerinin
zaman-sabitleri, denekien denege ve ayni denek igin verili bir beyin bdlgesinden digerine, daha tutarh
clmakla birlikte, degismektedir.
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12B.4. Kod Béliisiimlii Coklu Erisim (CDMA) Iletisiminde Kaynak Ayristirma

Proje grubu: Mustafa Aziz Altinkaya, Olcay Kalkan

Bir kod béliisiimlii ¢oklu erisim (code division multiple access, CDMA) sisteminde istasyondan kullaniciya
|olan iletimde her bir kullaniciya gelen sinyal kendisine ait sinyal ile diger kullanicilarin sinyallerinin
Ltoplammdan olusan bir karnisindir. Kullamcilanin genellikle kendileri disindaki kullanicilara ait yayma
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[Fodiar! bilemeyecekleri kabul edildiginden dolay: bu bir gozii kapall kaynak ayrigtirma (blind source
[ eparation, B5S) problemidir. Bu alt projede bagimsiz bilesen ayrigtirma (independent component analysis,
?Cz\) y(jniemlerinin, gzellikle kanalin stniimlenme katsayilarin diirtin (impulsive) bir niteligi oldugu
durumlarda istasyondan kullaniciya CDMA iletisimindeki BSS problemine uygulamas: arastirnlmustir {2].

1388 igin yeni bir yaklagim olan Pearson Sistemi’ne dayali ICA (PS-ICA) yontemi, Gauss olmayan gokyoellu
soniimlemeli kanalin katsayilarinin kestirilmesinde kullanilmistir [1]. PS-ICA y6nteminin diger klasik {CA
Eyﬁntemlerine kiyasla Gauss’tan biraz daha dirtlin ve alfa-kararh daglllmlaria modelledigimiz kanal
| sniimlenmesi katsayilarini kestirmekte daha basarili oldugu goriilmiistiir. CDMA sistemleri tizerindeki
- arasnrmalanmlzda, bagimsiz etmen analizi (independent factor analysis, IFA) yontemi yiiksek giiriiltii
| seviyesi toleranst ve Gauss karigimi modeli kullanarak kaynak dagilimlarini modellemedeki esnekligi
nedeniyle iki kullanict ve tek yoldan iletimi igeren basitlestirilmis bir CDMA sistemi uygulamasinda en 6ne
{cikan BSS yaklagimi olmugtur. Pratik bir CDMA sisteminde kullanicr sayisi 10'lar seviyesinde ve
| ssniimlemeli kanaldaki yol sayist en az 3 olarak kabul edilebilecegi igin, islem karmagikligi bu sayilarin
| carpiminin iistel bir fonksiyonuyla artan [FA’nin orijinal algoritmasinin bu BSS probleminde kullamilmas:
mimkiin degildir. Bu nedenle Attias tarafindan 6nerilen [3], carpanlara ayrian degisimsel yaklasiklifs
(factorized variational approximation, FVA) kullanan IFA ¢oziimii gelistirilmeye baslanmustir. Onerilen
| ¢oziim beklentinin enbiiyliklenmesi (expectation maximization, EM) algoritmasinin E-adiminda probleme
“|neden olan gercek sonsalin yerine gercek sonsahin mantikli bir yaklagimi olan ve bafimsiz etmen
.| parametrelerinden ayri olarak FVA yontemiyle kendi parametreleri kestirilen farkli bir yogunluk
fonksiyonunun kullanilmasidir [4].

[1] O. Kalkan ve M.A. Altinkaya, “Kod bélistimlii ¢oklu erisim (CDMA) iletisiminde Gauss olmayan sénii
kestirimi igin Pearson sistemine dayali gozii kapal kaynak ayrigtirma yéntemi”, IEEE 12. Sinyal [sleme v
Uygulamalart Kurnltayr STU 2004, 534-537, Kusadasi, 2004, -

[2} O. Kalkan, “Independent Component Analysis Applications in CDMA Systems”, Y.L. tezi, {zmi
Teknoloji Enstitiisii, Temmuz, 2004,

[ [3] H. Attias, “Independent Factor Analysis”, Neural Computation, 11:803-855, 1999.

| [4] MLA. Altinkaya, O. Kalkan ve E.E. Kuruoglu, “Independent Factor Analysis for Estimating Fading CH
*.| COMA Communication”, IEEE Workshop on Statistical Signal Processing (SSP'05)’ya yollandi, Bordeau;
¢| Temmuz 17-20, 2005.

12B.4. Biyometride Kaynak Ayristirma
Proje grubu: Biilent Sankur, Hazim Kemal Ekenel, Erdem Yoriik

Biyometri, insanlarm bazi fizyolojik 6zelliklerine dayanan kimlik tanima algoritmalaridir. Bu dzellikler yiiz
fizyonomisi, el sekli, parmak izi, aya izi, ses tis1, iris 6riintiisii, yiirliylis dinamigi vb. olabilir. Cogunlukla
|giivenlik uygulamalarinda kargimiza ¢ikan biyometrinin isterleri arasinda kullaniciya dost bir arayiiz
| bulunmasi, gevre kosullart ve zaman faktdriinden etkilenmemesi, hizii ve gergeklenebilir bir algoritmaya
dayanmasi, alalanmasinin kolay olmamasi, kayit sisteminin zahmetsiz olmasi, bityiik niifuslara hizmet
verebilmesi sayilabilir. Cesitli biyometri segenekleri arasinda biz el ve yliz biyometrisine egildik.

Kaynak ayristirmanin biyometrideki rolii, biyometrik ipuglart arasindaki bazen ¢ok kiigiik ama ayurt edici
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olabilen gznitelikleri ortaya ¢ikarmaktir. Orneftin insane elinin siluetini kullanarak tanima yapmaya
kalkwtlg‘mada’ sisteme kaydedilmis denek kisi sayisi yiizlere vardifinda, ayirt edici 6znitelikleri bulmak
cok giiglesmektedir. Ancak kaynak ayristirma yontemleri ile deneklerin yiizlerce arasinda, bunlar birbirinden |
ayirt edilmesine elveren sekilsel ozelliklei bulup ¢ikarabilmektedir. Benzer bir tarzda, insane yiizlerinin
f;o@,u ortalama bir prototipe benzemekte ve bundan ufak niianslarla ayrilmaktadir. BBA algoritmalart bu
goriniise dayah farkliliklar: ortaya ¢ikarmakta gok etkili olmustur.

£l imgelerine dayalt bir kisi tanima sistemi Onerilmistir. Imgeler, ellerin durusuna ve takilan aksesuarlara
herhangi bir kisit getirilmeksizin siradan bir tarayicr aracihfityla alinmig olup, tiim el sekline ve teker teker
parmaklara uygulanan &teleme ve dondiirme islemleriyle standart duruga getirilmistir. Bagimsiz Bilegenler |-
Analizi (ICA), Asal Bilesenler Analizi (PCA), Agisal Radyal Doniisiim (ART) ve Uzaklik Doniisiimii (DT)
gibi yontemlerle salt sekle ve hem gekle hem de dokuya dayali 6znitelikler kullamilmigtir. Tanima ve
dogrulama basanimlari memnun edici bulunmus ve el’in kisi tanima igin, uygun bir segenek oldugunu
gostermistir.

= A(i,1)x + A,2)x

ICA2 representation for ith hand: §, =[ (1,1}, P(2,0), ...P

(&)

Sekil 3: Ellerin ICA1 ve ICA2 modeline gére bagnnsiz bilegenleri




Tablo 1. TFarkli
sznitelik  tirlerine  ve
artan  niifusa  gore
tanima basarimlart (%)

Tablo 2. Farkh 6znitelik
tiirlerine ve artan niifusa
gbre dogrulama
bagarimlari (%)

Niifus

Oznitelik Tirii 40 100 200 458
ICA (sekil) 9%.19 95.09 . 98.55 08.40
ICA (sekil+doku} | 99.68 99.65 99.58 99.49
PCA (sekil) 08.67 08.69 98.56 97.19
PCA (sekil+doku) | 99.14 93.3§ 98.72 | 97.99
ART (5ekil) 9872 | 9778 | 97.00 | 95.78
ART (sekil+doku) | 99.28 98.72 08.06 97.67
DT (sekil) 99.17 08.22 06.22 95.99

Niifus

Dznitelik Tiirii 40 100 200 458
ICA (sekil) 9749 98.97 99.41 99.45
ICA (sekil+doku) | 97.94 | 9893 | 99.49 | 99.74
PCA (sekil) 68.27 07.80 97.83 97.78
PCA (sekil+doku) | 98.61 | 9850 | 98.73 | 98.49
ART (sekil) 08.29 97.89 97.95 97.91
ART (sekil+doku) | 97.530 07.28 97.36 97.51
DT (sekil) 98.31 98.03 58.08 98.34




Kullanilan veri tabaminda, 458 farklt kisiden alinmis, kisi basina 3 8rnek olmak tizere toplam 1374 el imgesi
bu]unmnktadlr. Taraywcida parmaklart ve elin tamamuni yonlendiren herhangt bir kalip kullamilmans ve
kisilerin kullandiklart yiiziik gibi aksesuarlara herhangi bir kisit getirilmemistir. Yukanda belirtilen poz
gakighrma asamasindan sonra uygulanan gekle ve dokuya dayall smniflandiricilarla Tablo 1 ve 2°de
garﬁiecegi gibi oldukga yiiksek tanima ve dogrulama basarimlarina ulagiimistir.

Bu galigmada bagimsiz bilesen analizi ile yiiz tammada 8znitelik segimi problemi ele alinmistir. Bagimsiz
_Ibilesen analizinde, temel bilesen analizinde oldufu gibi dznitelik segimini dzdegerler biiyukliklerine
dayanarak, ya da igaretin gerigatilmasindaki enerji korunumu kriteri uygulanarak saglanamaz. Bu nedenle
sznitelik segiminde, simiflandirma bagarimini arttiran, dolayisiyla en ayirt edici 6znitelik alt kiimelerini
arama yontemleri kullamlmalidir. Calismada bu ydntemlerden degisinti orani, en lyi bireysel dznitelik,
ardisi} eklemeli secim (SFS: Sequential Forward Selection), ve ardigil eklemeli ¢ikarmal segim (SFFS:
Sequential Floating Forward Selection) kullanilmigtir. Bu  y&ntemlerin  siniflandirma baganimlan,
karsilagtrmali olarak, CMU PIE ve FERET veritabanlarindan segilen yiiz imgeleri ile kurulan bir veri
kiimesi {izerinde sinanmustir.

Sekit 1. Ornek BBA viizleri

Sekil 6: Insan yiizlerinin PCA analizine gire bilesenleri (birinci sira) ve ICA analizine gore bilegenleri
| (ikinei sira)

| Diger bir calismada da goklu ¢éziiniirliik analizine dayalt bir yiiz tanima sistemi sunulmugtur. Onerilen yiiz
tanima sistemi ii¢ temel birimden olusur. I1k birim —¢oklu ¢tziiniirliik birimi- yiiz imgesini farkl frekans alt-
| bantlarina ayristirir. Ikinci birim —alt-uzay birimi- elde edilen altbant imgelerini temel bilegen analizi ya da
- |bagimstz bilesen analizi kullanarak daha diisiik boyutlu &znitelik vektrleriyle betimler. Son birim —
| smiflandirma birimi- gikartilan znitelik vektdrlerine gdre gelen yiiz imgesinin kime ait oldugunu belirler.
Gelistirilen yiiz tanima sisteminin basarimi CMU PIE (poz, aydinlaima ve ifade), FERET ve Yale veri
tabanlar ile kerulan veri kiimeleri Gizerinde, ifade ve aydinlatma de@isimi parametreleri ayn ayri ele alinarak
S| Sinanmistir.
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Sekil 7: insan yiiziiniin bagimsiz bilesenlerden olugsumu
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Sekil 8: Bagimsiz Bilesenlerin yiiz tanimadaki bagarim




13. Elde Edilen Sonug¢lar

{. Zamanla degisen zbaglanimli alpha-kararl siireglerin parametrelerinin kestirimi igin yeni bir ySntem
geligtirilmesi

(S

iki asamali, igekleme belirsizliginiz ortadan kaldiran gevrimigi ¢alisan bir BBA algoritmasmin
gelistirilmesi
3. CDMA isaretlerinin kolay kod ¢éziilmesini saglayan bir teknik.
Biyometride, el ve yiiz imgelerinden hareketle bagimsiz bilegenlerin kullanimi. Halen BBA el
biyometrisi literatiirdeki en bagarili sonuglari igermektedir.
5. Beyindeki bilissel olgular karsisinda goriilen hemodinamik tepkinin ayiklanabilmesi
Kuzey Atlantikte goritlen iklimsel salimm olgusunun Tiirkiye’ye yansimasi incelenmisgtir.

14. Yazhmliar

|1y El sekillerinin imge islenmesi ve bagimsiz bilegenlerinin elde edilmesi yazilimi. Ayrica 3000 civarinda el
imgesinden olusan bir veritabani da hazirlanmigtir.

- |2) Kaynak aynigtinilmasi, imge iyilestiriimesi ve zamanla degisen siireclerin parametrelerinin kestirimi igin
parcacik stizgegleri kullanan yazilimlar

15. Egitime Katkisi

* | Ercan Kuruoglu Bopazici Universites’nde Kaynak Ayristirma ve Parcacik Siizgegleri iizerindeegitim seminert
| vermistir. Bu seminer notlar: genisletilerek Pisa Universitesi ve [zmir YiiksekTeknoloji Enstitiisiinde derse
+ [ déniigmektedir.

16. Birikimlerin Baska Projeye Aktarim

| Projenin birikimlerinin:

| 1) BIOSECURE adh 6. Cergeve projesine katkisi vardir. Ayrica el tanima algoritmasinin ticari bir driine
doniisme olasihg! bulunmaktadir.

2) Pargacik siizgeglemesi yontemi Dr. Cemalettin Dénmez'in (IYTE) “Modal Deney Yontemi ile Dinamik
Yiikler Altinda Tasiyici Cergeve/Dolgu Duvar Etkilesiminin Incelenmesi” adli TUBITAK projesinde

_ giiriiltii gidermek igin kullanilacaktir.

:|3) Bogazici Universitesi Bilimsel Aragtirma Projeleri tarafindan desteklenen “Istatlstiksel olarak

| Bagimli Kaynaklarin Bayes Yéntemi ile Aynstinimasi” projesine katkisi vardir,
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17. Geng¢ Arastirmacilarin Egitimi

1Y Doktora 6arencisi, Deniz Gencaga 6 ay siiresince ISTI'de kalip parcacik siizgecleri ve bagimli bilesen
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Abstract

This paper addresses the feature selection problem for face recognition in the independent component subspace.
While there exists, at least,-enerpy principle to guide the selection of the principle compouents, the independent
companents (1Cs) are devoid of any energy ranking, and must therefore selected based on their disériminatory power.
In addition the independent component features can be selected starting from a much largeF pool, or from a combi-
nation poo! of ICA and PCA features. Four feature selection schemes have been comparatively assessed,.and feature
subsets are tested on a face database constructed from CMU PIE and FERET databases. The discriminatory features
from larger pools are observed to be concentrated around fiduciary spatial details of the nose, the eyes and-thé facial
contour. Overall, face recognition benefits from the feature selection of 1CA or PCA components and_{rem the

combination of 1CA and PCA feature pools.
© 2004 Pubkished by Elsevier B.Y.

1. Introductinn

Face recognition has become one of the most
dctive research areas of pattern recognition since
the early 1990s. The interest on face recognition
i5 mainly fueled by the identification require-
ments for access control and for surveillance tasks
against terrorism, This interest is still increasing,
since face recognition is also seen as an impor-
tant part of next-generation smart environments
(Pentland and Choudhury, 2000,
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212-287-24-65.
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Among the plethora of face recognition meth-
ods, the paradigm based on face appearante data,
template-based algorithms and their concomitant
subspace versions, such as PCA and LDA meth-
ods are the most popular (Turk and Pentland,
1991; Belhumeur et al., 1997). Recently & blind
source separation technique, called independent
component analysis (ICA) has been adopted
for face recognition as an alternative "subspace
method. Face recognition aigorithms,"ﬁaﬁever,
encounter several difficulties due to changes-of the
face appearances caused by such factors as-occlu-
sion, illumination, expression, pose, -make-ups
and aging. In fact the subsequent intra-individual
variability of face images can be larger than the
inter-individual variability (Gong et-al:;, 2000).
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One expects to surmount these difficulties, or at
least to mitigate their effect by judicious choice of
features that are insensitive to the variations in the
facial appearance. The purpose of this study is to
explore subsets of ICA and PCA features for face
recognition that increase recognition performance,
and that are purportedly robust against expression
variations and differences in illumination. The
feature selection criterion used in PCA-based face
recognition is the eigenvalue variance, On the
other hand the independent components (ICs) are
devoid of any energy/importance ranking, there-
fore relatively high-dimensional feature vectors are
used in face recognition using ICA, ie., 200
dimensions (Baek et al., 2001; Bartlett et al., 1998;
Draper et al, 2003) with respect to PCA. To
handle this problem, proportion of variance (PoV)
has so far been the only feature selection technique
used in the literature on ICA face recognition
(Bartlett et al., 1998; Deniz et al., 2001; Yuen and
Lai, 2002; Havran et al., 2002). Besides using the
feature selection methods based on individual
properties of the features, like propertion of vari-
ance and best individual feature, we also utilize
more sophisticated feature selection schemes that
take into account the combinatorial properties of
the features such as sequential forward selection
and sequential floating forward selection, We as-
sess comparatively these four different feature
selection schemes on the basis of the improvement
they bring in the recognition performance. Fur-
thermore, since the first face recognition architec-
ture of ICA provides local features, we tried to
discover which one of these local features has more
discriminatory power, and thus contributes most
to the person identification.

The paper is organized as follows. In Section 2
we review briefly PCA and ICA techniques. The
feature selection methods are presented in Section
3. Experimental results are discussed in Section 4
and conclusions are drawn in Section 5.

2. Subspace analysis methods
Face data, as obtained from the raster scanning

of the face images, constitutes a very high-dimen-
sional space. However the intrinsic dimensionality

of the face space is known to be much smaller
(Gong et al., 2000), this despite the variations in
expression, pose and lighting. In fact the faces are
believed to be clustered on some low-dimensional
manifolds. The subspace techniques aim to reduce
the inherent excessive dimensionality of scanned
data to make the [ace recognition algorithms via-
ble and to capture or approximate the underlying
face manifolds. The most widely used subspace
analysis tools are the principal component analysis
(PCA), independent component analysis (ICA),
linear discriminant analysis (LDA) and their non-
linear varteties via kernel tools (Turk and Pent-
land, 1991; Belhumeur et al., 1997; Kim et al,
2002; Yang, 2002; Moghaddam, 2002},

In the sequel, lowercase and uppercase letters
denote scalar values, bold uppercase letters denote
matrices, and bold lowercase letters denote row
vectors.

-

2.1. Principal component analysis (PCA)

PCA aims to determine a new orthogonal basis
vector set that best reconstructs the face images, in
other words with the smallest mean-square error
for any given subspace dimensionality. These
orthogonal basis vectors, also called eigenfaces,
are the eigenvectors of the covariance matrix of the
face images. The most parsimonious eigenvector
set, say of dimension M, for the face reconstruc-
tion problem is chosen as the subset of the M most
energetic eigenvectors, that is the eigenvectors
corresponding to the first A rank ordered eigen-
values.

Consider the K x D-dimensional face data ma-
trix X, where each D-dimensional row corresponds
to the lexicographically ordered pixels of one of
the faces, and where there are K face images. The
PCA method tries to approximate this face space
using an M-dimensional feature vector, that is
using M eigenfaces, where typically M <
min{D,K). These M eigenvectors span a face
subspace, such that YX|I° — | XV{* is minimum,
where V is the D x M-dimensional matrix that
contains orthogonal basis vectors of the face space
in its columns. Once the projection bases ¥ are
formed, when u test image x, arrives, it 15 projcctﬂd
onto the face subspace to yield the feature vector,
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r, = x, V. The classifier decides for the identity of
the individual, according to a similarity score be-
tween r, and the feature vectors of the individuals
in the database {ry,r;...,rg}.

2.2. Independent component analysis (1CA)

Independent component analysis is an unsu-
pervised learning method based on high order
statistics. Briefty, 1CA is the separation of inde-
pendent sources from their observed linear mix-
tures (Hyvarinen and Qja, 2000}, The system
model of ICA is given as

X =AS (1)

where A denotes the mixing matrix, S denotes the
source matrix containing statistically independent
source vectors in its rows and X denotes the data
matrix. In the ICA method, the only information
we possess is the observations, and neither the
mixing matrix nor the distribution of the sources is
known. Under the assumptions that the sources
are statistically independent and non-Gaussian (at
most one of them can have Gaussian distribution),
we find the unmixing matrix ¥ by maximizing
some measure of independence. In other words, a
separation matrix, W, is estimated, which, under
ideal conditions, is the inverse of the mixing
matrix A,

Y=WX and W=4" and Y =§ (2)

In the context of face recognition, the use of
ICA features was first proposed in (Bartlett et al.,
1998} and several other studies followed in (Liu
and Wechsler, 1999; Baek et al., 2001; Kwak et al.,
2002; Deniz et al., 2001; Yuen and Lai, 2002; Ding
et al.,, 2001; Havran et al., 2002; Draper et al.,
2003). In (Bartlett et al., 1998) two different ap-~
proaches are presented for face recognition. In
the first approach (called ICA1 architecture), the
face images are assumed to be a linear mixture
of an unknown set of statistically independent
source images. The source images obtained in this
architecture are spatially local and sparse in nat-
ure. In the second approach (called ICA2 archi-
tecture), the representation (weighting) coefficients
are assumed to be statistically independent. In
this second architecture, while mixing coefficient

vectors are mdependent, source images tend to
have global face appearance, as in the case of
PCA. In contrast to the PCA method, where fea-
ture subset selection is based on energy criterion,
the selection of an ICA basis subset is not imme-
diately obvious since the energies of the indepen-
dent components cannot be determined. One
typically first trims the min(D,K)-dimensional
space to M using a PCA stape, and then proceeds
to extract the ICA components {rom this-#-
dimensional space.

The architecture of ICA1 and that of PCA have
analogous structures, as they are both based on the
statistical properties of the basis images. In ICATL,
one tries to find statistically independent basis
images, whereas in- PCA one extracts uncorrelated
basis images. ICA2 is based on the statistical
propertics of the representation coefficients, thus it
has a different structure with respect to ICA1 and
PCA. In this work, both for a fair comparison
with PCA-based method and to explore the local
face regions that are appropriute for identifica-
tion, the first architecture of the ICA is used.

In summary, the face recognition ulgorithm
using ICAl architecture is as follows:

(1) Prior to ICA, PCA is performed on a train-
ing set and the M eigenvectors, associated
with the largest eigenvalues are sclected to
form the matrix V.

(it} The training face images are projected onto
the PCA-based face space and the K x M
matrix of their representation coefficients,
R =rir,. ..,|r,;]T, arc obtained:

R:.rY*V (3)

(iii} An.ICA analysis is performed on ¥7, where
face cigenvectors form the rows of this matrix;
the unmixing matrix, W, reveals the “ICA
faces”

S=WxsV {4)

(iv) By using PCA representation coefficients, R,
and independent basis images, S, ICA repre-
sentation coefficients of the faces in the train-
ing set, {@,a,..., a5}, are calculated as
follows:
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A=Rs+ W' (5)

since PT=W"'%S, X=R+F', and
X=R+W'+S When a test image x, ar-
rives, it 1§ projected onto the face subspace
to extract its PCA representation r, = x,V,
which is then multiplied with the inverse of
the separation matrix to yield the ICA feature
vector @, = r, * W', This vector is compared
vis-a-vis the feature vectors {ay,aa,...,ax} of
the individuals in the face database.

3. Feature sclection techniques

3.1. Rationale for feature selection for PCANICA
Saces

The main goal of this study is the automatic
sclection of the best feature subset for classifica-
tion purposes given a high-dimensional ICA fea-
ture vector. Recall that the feature selection
criterion used in PCA-based face recognition is the
cigenvalue variance., While this criterion yields the
most compact set for the reconstruction, it does
not necessarily follow that it is optimal from face
recognition point of view. The ICA methods do
not have such an opportunity of feature selection,
in that the number of ICA features is pre-deter-
mined in the PCA stage of data processing. It is
conjectured that some feature selection scheme
focused on “recognition” rather then on “recon-
struction” could avgment face classification per-
formance. With this goal in mind, we have not
initially reduced the subspace dimensionality via
PCA to the target feature size, M. Instead we have
reduced the initial dimensionality min{D, K} down
to an intermediate size M', M < M’ < min(D, K).
The judicious choice of M', on the one hand,
should make the implementation of the ICA
algorithm viable and avoid overlearning effects
(Bartlett et al., 1998; Liu and Wechsler, 1999). On
the other hand M’ should allow sufficient freedom
or richness of choice for the feature selection
algorithms to be effective. For example, if the
target feature vector will be 30-dimensional, we do
not effect a min(D, K)-to-30 PCA algorithm, but
use, for example, a min{D, K)-to-200 PCA reduc-

tion. Following this, the feature selection algo-
rithm proceeds to find the most discriminating
M = 30 ICA features from the intermediate set of
M' = 200. .

We have comparatively assessed the recogni-
tion performances resuiting from different feature
selection algorithms, namely, proportion of vari-
ance (PoV), best individual feature (BIF), sequen-
tial forward selection (SFS) and sequential floating
forward selection (SFFS) techniques (Feri et al,,
1994). PoV has so far been the only feature selec-
tion technigque used in the literature on ICA face
recognition (Bartlett et al., 1998; Deniz et al., 2001;
Yuen and Lai, 2002; Havran et al., 2002). PoV
would be the best approach if the features’ con-
tributions to the face recognition performance
were independent from each other. BIF is also
based on the same assumption as PoV, the differ-
ence being that, while in PoV the variances of
features are used, in BIF the classification perfor-
mances of the individual features are taken into
consideration. SFS technique is a special case of
the well known “plus / — take away r" methods,
and SFFS is an enhanced version of SFS. These
last two techniques search for the best performing
feature set while taking into consideration the
correlation between features.

3.2, Proportion of variance (FoV)
53"

In this technique, for all feature points the ratio
of between-class variance to within-class variance
is calculated and the feature points that have high
ratio are selected. In this context “class™ denotes
the ensemble of images belonging to one individ-
ual. Thus the mth feature of the gth face image
(g=1,...,0) of the kth (£ = 1,...,K) individual
will be expressed as f,{k, g). The class mean will be
obtained as
- 12
_f;ﬂ(l‘) = 5 ZfM(k'Q) (6)

= g=|
while the average of this feature over the database
will be denoted as

= 1 & &
To=%5 2 2_Inlk:a) (7)
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The ratio of between-class variance to within-class
variance for the mth feature point in the feature
vector is calculated as '

. Thetween,m

r ——
m O within,m

Zf:i (jm(k) _Tm) (8)

Zi:l ZS:I (fm(k| Q) “J?m(k))z
This measure reveals out whether a change in fa-
cial appearance corresponds to a change in the mth
feature point or not. Thus we rank the features

according to their r, ratio where fy,, is the mth
ranking feature, and select the highest ranking

M features, {fuy, ez - Srr—y Fran -

3.3. Best individual feature ( BIF)

2

In this technique, classification performance of
each feature point is calculated separately, that is,
on individual basis, and the features giving rise to
highest correct recognition rate are selected. Let 2,
be the classification performance of the mth fea-
ture point, that is, £, is the probability of correct
detection using solely feature f;,. Then the feature
points are ordered according to their individual
classification performances P, and the first A/
ones, having highest £, values, are selected.

3.4, Sequential forward selection (SFS)

In the SFS method, features are selected suc-
cessively by adding the locally best feature point,
the feature point that provides the highest incre-
mental discriminatory information, to the existing
feature subset. The SFS technique starts as-the
BIF by identifying the first feature that has the
highest discrimination power. It proceeds, how-
ever, by adding sequentially to the selected subset,
those features that contribute most to the classifi-
cation performance on top of the already selected
ones. Thus, from a single initial BIF feature, the
SFS subset grows to a pair, to a triple...till an
3 -fold subset is found.

3.5, Sequential floating forward selection (SFFS)

SFFS is similar to the SFS in adding features to
the subset; however, in addition, it goes through

cleansing periods, in that features are removed
systematically so long as the performance im-
proves after pruning. Note that the performance of

the pruned subset is compared with that of a -

previous one with the same population. This
stratagem helps to avoid the nesting eflect, which

results when one is stuck with a suboptimal subset.

4. Results and discussion
4.1, Experimental setup

We have used a face database constructed with
images chosen from CMU PIE and FERET da-
tabases (Phillips et al., 2000; Sim ct al., 2002). In
our experiment set, there are 214 individuals each
having four different frontal fuce images, making a
total of 856 images. 584 out of the 856 images are
chosen randomly from thé FERET database, fafb
image set. These FERET-based images mainly
differ in expression. The remaining 272 images
derive from the CMU PIE database, which con-
tain variations in illumination. All the face images
are aligned with respect to the manually detected
eye coordinates, scaled to 60x 50 pixels resolution
and histogram equalized. For each individual in
the sct, two of their images that contain normal

- facial expression and have frontal illumination are

used for training, and the remaining two images
that contain alternative facial expressions and
illumination from left and right sides are used for
testing purposes (Fig. 1).

Fig. |. Sample face images: four images of each of 1wo indi-
viduals with differing ilumination effects, expression or acces-
sories.
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Feature vectors are extracted via independent
component analysis and principal component
analysis schemes. The FastICA algorithm (Hyvari-
nen and Oja,. 2000) is used to perform independent
component analysis. In either case we extracted 200-
dimensional feature vectors, that is, the original
3000-dimensional image feature vectors consisting
of raw pixel values were reduced to, respectively,
200 PCA features conserving 96.46% of the energy
and 200 ICA features. Any further feature selection
was carried on these intermediate sets of 200.

We used the nearest-neighborhood classifier in
our feature selection study. We opted for the
nearest-neighbor method, as it is a powerful non-
parametric classifier without any costly training
stage since otherwise one needs to re-design the
classifier repetitively for each selected feature
subsets. Finally we evaluated comparatively three
different distance metrics, namely, the L1 norm,
the L2 norm, and the normalized correlation
coefficient, defined as follows:

M
Ll:d= Z Iflrainin.gJ = frest gl ®)
=

a

A 12
2id= (Z Uiruining,i - icstd‘l_) (10)
=

flrnining 'flcst i
S
“flrniningu * “fscsl” R ( )

CC:d=

In Fig. 2, sample ICA and PCA basis images are
shown. In the first row, samples of eigenfaces are
secn. The basis images in the second row. are in-
stances of ICA faces obtained by applyifig-source
separation to 30 eigenfaces, whereas in-the third
row we display basis images that are obtained by
separating 200 eigenfaces. It can be observed that,
as the number of independent sources. increases,

~the ICA images become more spatially localized

and sparse. On the other hand, wher” a small

resemble the eigenfaces.
4.2, Experimental results

In the sequel we present the classification=results
as well as the cumulative matching scores (CMS)
of face images under-various feature “selection
schemes and distance metrics. L

In Table 1, the correct class1ﬁcat10n perfor-
mances of ICA and PCA are given whes; Tespec-
tively, 30 and 200-dimensional feature “\;e_c-fors are
used. As it has also been reported in the fiterature
{(Moghaddam, 2002), there are no mgmﬁc_gnt per-
formance differences between ICA and PEA. As

Fig. 2, Sample basis images: frst row—eigenfaces; second raw—typical instances of 30 ICA faces obtained from 307 clg:cnfaces third

row—iypical instances of 30 ICA faces obtained from 200 eigenfaces.
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Table |
Correct classification performance of ICA and PCA
Ll ) L2 cc
1CA-30 75.47 . 74.30 73.60
PCA-30 7477 7430 73.60
ICA-200 80.61 - 79.67 78.50
PCA-200 81.07 79.67 78.50

one should expect, the correct recognition rate

gradually increases with the increase in the

dimension of the feature vector. For both feature
sets, the L1 norm gives the best results; hence the
L] distance metric is taken into consideration
while performing feature selection. Recall that in
this experiment the most energetic 30 (200) PCA
components were selected as feature sets, and that
the ICA features were simply obtained by further
processing these PCA components via the Fast-
ICA algorithm. The rationale for this choice is
explicated in Fig. 3 on the basis of the relative

enatgy 0

o f
B
4
-

0.3 _; SN SOV S ; ....... [P ; ....... , ...... i
02 -.-._..E. ....... FAR RO SRSVt AU ASRPRS JHUDPIN SO o
DA i i i i ] i 1

a 51 t00 150 200 280 30 30 40 450

number of principal camponents

Fig. 3. Energy percentage accounted by the eigenfaces.

Table 2

Performance resuits of the feature selection techniques, when the initial feature set is reduced from 200 to 30. From 400 to 30 in the

combined case

energy accounted for by the chosen number of
eigenfaces.

To prove the conjecture that a Judmmusly se-
lected subset from the individual featitré=sets or
from the merged set of both ICA and PCZ: faces
can yield better performance, we carried the fol-
lowing experiments. In the first experiment, we
selected subsets of 30 features out of.the initial
set of 200, individually for the PCA and*~ICA
cases using various selection algorithms—=lir the
second experiment, we merged the two sets to
constitute a superset of 400 dimensions (200
PCA +200 ICA) and then proceeded to sélect the
subset of 30 features from this augmentéa fesiture
set. Note that before merging of the two- fcfature
sets, they were rendered commensurate by Vari-
ance normalization of the ICA and PCA-feature
vectors. In Table 2, the performance valwes of
the selected feature subsets are shown. Sequential
sclection methods perform better than the -PoV
and BIF methods. The reason can be attributed to
the fact that, in classification, the class=condi-
tional features are not independent. Therefore
combinatorial feature selection proves to be more
effective than selecting them based only “upon
their individual performances. In other Words,
selecting the feature points that have high~indi-
vidual classification performances does rot. unply
the best subset for classification, For ex&mpie in
Fig. 4, the ratio of between-cluss varignce to
within-class variance is shown. Although ICA
cocficients have higher ratio as compared to those
of PCA coefficients, this does not necessarlly ifhply
higher classification performance when considered
jointly as can be observed from Table 2:-These
results show that the correct combination of the
feature points in the selected subset is nore
important than any selection based on mdw:dual
properties. -

Feature selection method PCA-30/200 [CA-30/200 Combined 30/400 .
PaV 74.30 71.73 72.90 -

BIF 74.07 73.93 71.73

SFS 77.34 80.84 79.67

SFFS 78.74 83.64 86.63 -
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0 Il 1 1

o =5 100 160 200
mdex

Fig. 4. The ratio of between-class to within-class variances.

One can observe from Table 2 that, in the
sequential selection techniques, ICA achieves
higher correct recognition rates as compared to
PCA. While trying to bring down the dimension-
ality of the PCA feature set proves detrimental, the
converse is true for the ICA set. As the ICA fea-
ture set is reduced from the original 200 compo-
nents down to dimension 30, the performance
improves by 3%, that is from the score of 80.61 for
ICA-200 to the score of 83.64 for ICA-30 using the
SFFS method. This increase in classification per-
formance is a consequence of the removal of the
ICA basis images localized on those face regions
experiencing major changes in the appearance and
having less discriminatory information.

It is interesting to observe that the subset se-
lected from merged 400 dimensional ICA and
PCA feature vectors perform even better than
separate ICA or PCA feature vectors, despite the
fact the ICA features were obtained from PCA
features via a linear method. Finally we can ob-
serve that the SFFS feature selection method
proves to be uniformly superior in all experiments.
In fact the ranking in increasing performance of
the feature selection methods in this experiment is
as follows: PoV < BIF <SFS <SFFS. In Fig. 3,
cumulative matching score curves of SFFS method
are given. The horizontal lines in the figure rep-
resent the performance values of the 30 and 200-
dimensional PCA and ICA feature vectors
obtained without any selection. As can be seen

n.ast e - ]
.,n"
y
.-".
e p— —— p—— . ;-‘ AL e et — e, i
y 03 '_,.f’ 3
a o —— e ———— et ]
:
“—‘
S T —
[
13
Py

- iCA
--= PCA
== Combined

11} 15 20 15 30
Feature dimension

Fig. 5. Camulative matching score curves of SFFS.

from the figure, in ICA, nearly a 20-dimensional
selected feature vector ean outperform the initial
200-dimensional feature vector, or similarly, a 14-
dimensional selection of features is on a par with
the 30-dimensional feature performance.

In Figs, 6-8, we show the indices of the selected
30 features from the original set of 200 PCA and
ICA features and from the combined set using
SFFS method. In Fig. 6, the features are ordered
according to the energy index, that is the size of

1 ..
D-s l ‘ -
0 " | :
50

102 150 200
feature index

Fig. 6. Selected PCA feature points by SFFS.

1.5¢ i

AL I LTI

Q 50 100 150 200
feature index

Fig. 7. Selected [CA feature points by SFFS.
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0 S0 100 183 200 251 300

3E0 400
feature index i

Fig. 8. Selected leature points from the combined set by SFES:
note that the first 200 indices refer to the ICA features, and. the
second set of Teatures, with indices from 201 to 400 refer to the
PCA features.

their eigenvalue. In Fig. 7, the ordering is w];iat
results from the ICA algorithm, after the PCA
reduction stage. Finally note that in Fig. 8, the
ICA and PCA features are juxtaposed in a single
graph, such that the first 200 indices correspondto
the ICA features and the last 200 indices corre-
spond to the PCA features. Contrary to the com-
mon practice of selecting the most energetic PCA

i

thirds of the PCA feature are from the first 100
points. This shows that some of the less energetic
PCA coefficients, which are normally discarded for
image representation and compression, may still
contain valuable discriminatory information. The
selected 1CA features are spread more evenly over
the index range. Finally, it is interesting to observe
that the number of selected feature indices from
PCA_and-ICA feature pools are approximately

acterized by sparse regions localized around the
eyes, on the face contours and at the nose. One can
interpret these regions in the selected ICA com-
ponents as being less sensitive to the variations in
the facial appearance and at the same time to
contain more discriminatory information. These

findings confirm the results of a recent study on. -

optimal Gabor kernel location selection (Gokberk
et al., 2003). Another observation from Fig. 9 is
that, these basis images resemble the receptor fields

Fig. 9. Selected ICA faces with $FFS method frem a training set of normal face appearances.

(ig- 9, the selected ICA features are pre-
" sented. One notices THAT these features are char-

TR
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obtained in local feature analysis (LFA) (Penev
and Atick, 1996).

4.3, Discussion of the results

The rationale to resort to a feature selection
scheme was to improve the face recognition per-
formance and to mitigate the effects of intra-vari-
ation. We investigated the source of the attained
improvement (compare for example, ICA-30 per-
formances in Tables 1 and 2), Some of the face
image, which were erroneously classified without
feature selection in ICA, but were then correctly
labeled after feature selection are shown in Fig. 10,
in pairs side by side the test image and erroncousty
matched training image. As can be seen from these
face pairs, their appearances are very similar and
the individuals can be discriminated by only a
careful consideration of the local face regions.
Appropriate selection of the ICA basis images
provides the utilization of this valuable local dis-
criminatory information.

Fig. 10. Samples of misclassificd face images. First image in the
pair is the sest image; second image in cach pair is the matched
training image.

A desirable aspect ef the proposed scheme
should be the robustness from one face database to
another. In other words, one would like to
encounter the same or very similar subset of fea-

Fig. 11. Selected TCA Faces with SFFS method from a training set of faces with expression and illumination variations.
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tures, as one switches from one face database to
another one. To validate -the usefulness of the
features we have selected, we perform ICA on a
different training set. We swap the images in the
test set with those in the-training set. Thus, in this
new arrangement, the face images in the training
set contain differences in expression and variations
in illumination, and the face images in the test set
contain normal facial expression and have frontal
illumination. The independent components that
correspond to the selectéd ICA feature points with
SFES method are presented in Fig. 11. As can be
observed from Fig. 11; again the ICA basis images
that localize on the eye region, outlines of face
and nose are selected.

5. Conclusions

In this study we have explored feature sclection
techniques on ICA and PCA bascs for face rec-
ognition. Feature selection technigues are war-
ranted especially for ICA [features since these are
devoid of any importance ranking based on energy
content as the PCA components. The study was
carried out on a face database that contains both
facial expression and illumination variations. Four
different feature selection techniques were used
comparatively and the sequential floating forward
selection method was observed to be uniformly
superior in all cases, in that the maximurm correct
classification rate was obtained with its feature
subset. - _

The major conclusion from this study was that
the feature selection applied on ICA features def-
initely improves the recognition performance by
8.17%. Furthermore, if the features are selected
from the augmented pool. of both ICA and PCA
features, the performance improvement becomes
11.21%. In other words, it pays to select ICA/PCA
features subset from a larger set of them, rather
than deciding a priori for the dimensionality of the
final feature subset. Indeed, instead of selecting
features on the basis of the first M most energetic
PCA components or their ICA versions, it was
more beneficial to search for the subset resulting in
the best possible classification performance from a
larger pool. It is interesting to note that even the

S §- 1
PCA features benefited from this approdch, when
30 of them were selected from the set of 200 via the
SFFS algorithm instead simply selecting_the first
most energetic ones, as is commonly dosgzin the
literature. - :
When the 1CA features are selected<ffom a
larger initial set, we observe that the resulting
features are more localized, as the sharp.dark or
bright spots in Figs. 9 and 11 indicate. Irf fa :
surprisingly the majority of these local accents are
around the eycs and nose, as well a§ closé’tt
facial cantours. | '
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Abstract

In this paper the contribution of multiresolution analysis to the face recognition performance is examined, We refer to the paradigm that in
classification tasks, the use of multiple observations and their judicious fusion at the data, feature or decision level improves the comrect
decision performance. In our proposed method, prior to the subspace projection aperation like principal or independent component analysis,
we employ multiresolution analysis to decompose the image into its subbands, Our aim is to search for the subbands that are insensitive to the
variations in expression and in illumination. The classification performance is improved by fusing the information coming from the subbands
that attain individually high cerrect recognition rates, The proposed algorithm is tested on face images that differ in expression or
illumination separately, obtained from CMU PIE, FERET and Yale databases. Significant performance gai‘ns are attained, especially against

ilfumination perturbations,
© 2004 Elsevier B.V. All rights reserved.

Keywords: Multiresolution Analysis; Discrete Wavelet Transform; Independent Component Analysis; Principal Component Analysis; Fusion

{. Introduction

Face recognition problem has become one of the most
relevant research areas in pattern recognition. Face
recognition debts its popularity 1o its potential application
areas, ranging from human computer interaction to
authentication and surveillance.

The holistic or appearance-based approach has been
gaining popularity vis-i-vis anthropometrical feature-based
approach in face recognition [13. In the holistic approach, all
the pixels in the entire face image are taken as a single
signal, and processed to extract the relevant features for
classification. Most of the appearance-based face recog-
nition algorithms perform some kind of subspace analysis in
the image space to extract the relevant feature vectors. The
most widely used subspace analysis 1ools are the principal
Component anatysis (PCA) [2], linear discriminant analysis
gLDA) [3} and a blind source separation technique, called
Independent component analysis (ICA) [4]. All face
Tecognition algorithms, however, witness a performance
drap whenever face appearances are subject to variations by
————
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factors such as occlusion, illumination, expression, pose,
accessories and aging. In fact, often these factors lead to
intra-individual variability of face images, to the extent thar
they can be larger than the inter-individual variability [3].

In this study, we apply multiresolution techniques in
order 1o mitigate the loss of classification performance due
to changes in facial appearance. We design- expeniments
specifically 10 investigate the gain in robustness against
illumination and facial expression changes. The underlying
idea in the use of the multiresolution analysis is firstly, to
obtain multiple evidences from the same face, and search
for those components that are less sensitive to intrinsic
deformations due to expression or due to extrinsic factors,
like illumination. Secondly, our appreach follows the
paradigm of fusion that utilizes multiple evidences.
Although at first sight, these evidences can appear some-
what redundant and may contain less information. their
judicious combination can prove often to be superior for
classification.

The most popular multiresolution analysis technique is
the wavelet transform. Therefore in this study we use the 2D
discrete wavelet transform in order to exiract multiple
subband face images, These subband images contain coarse
approsimations of the face as well as horizontal, vertical
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and diagonal details of faces at various scales. Subsequently,
we extract PCA or ICA features from these subbands. We
gxploit these multiple channels by fusing their information
for improved recognition. We have compared three fusion
ﬂppmaches. namely, fusion at tl__1e 'sﬁbband data level, fusion
o the ICA/PCA feature level, dnd finally, fusion of the
classifier decisions at the subband channel level. The main
contribution of the paper is thus. to search for ‘most
discriminative set of wavelet channels, and to construct

face recognition schemes usmg fusion techmques at ~

different levels of data processmg =

Discrete wavelet transform has. been used in variofis”

studies on face recognition [6-10]. In {6], three-level
wavelet transform is performed to decompose the original
image into its subbands, on which the PCA is applied, The
gxperiments on Yale database show that third level diagonal
details attain highest correct recognition rate. A wavelet
ransform-based speaker identification system in a tele-

conferencing environment is proposed in [7). In this '

dlgorithm a three-level wavelet- decomposition is per-
formed. The scaling components it “each level as well as
the original image are used for classification, The classifier

used in this study is a kind of neural network with one-class-

in-one-network structure, that is, edch subnet is trained
sepurately and there is one subnet per individual. Wavelet
packet analysis-based face recognition system is proposed
in [8]. The ariginal image is decomposed into its subbands
by using two-level wavelet packet decompasition. Out of
the 16 subbands, a 21-dimensional feature vector is obtained
consisting of variances of 15 detail subbands and three mean
values and three variances calculated from different parts of
the approximation subband. From this 21 componeats, only
the most meaningful components are selected resulting in a
final feature vector size of 117 -Bhattacharya distance
between these statistical features.is used to classify faces.

In [9], three-level wavelet decoimposition is performed and

the resulting approximation subbands at each level are

eoncatenated to produce a new data vector on which PCA is- ——-

appiied, Radial basis functions are used as the classifier of
the system. Discriminant waveletfaces approach is proposed

in [10]. In this study, third level approximation resulting

from three level wavelet decomposition, called the wavelet-
face, is used as the input of the LDA. For classification,
presented nearest feature piane (NFP) and nearest feature
space (NFS) classifiers are examined. Different from these
previous studies, we put into gvidence the contribution of
wavelet subbands to combat; specifically, illumination and
EXpression factors, and we investigate the interplay of
subband information fusion stytes, choice of metrics and of
features. In other words, the thrust of the paper is to explore
how the discriminatory ICA and PCA features can be de-
Sensitized or rendered more-invariant to the effects of
tHumination and expression via the judicious selection of
Subbands and via fusion at various levels,

The paper is organized as_follows. In Section 2,
Multiresolution analysis is briefly reviewed. Subspace

the study are explained in Sections 3 and 4, respeetively. In
Section 5 experimental results against expressiofi and
illumination variations are presented separnteiy anlly, in
Section 6 conclusions are given.

2. Multiresolution analysis

Multiresolution methods prov:de po eriftEfs;gnal
__analysis tools, which are widely used in feature; exiTaction,
image compression and denoising app!:catmns:;.%ve]et
decomposition is the most widely used multiresolution
technique in image processing. Images have typically
locally varying statistics that result from d:ﬂ'erenrﬁmmbl»
nations of abrupt features like edges, of textured E_Eg;iﬁﬁ&and
of relatively low-contrast homogeneous regions.. WHE such
variability and spatia} nonstationarity deﬁesfm@%i_nglc

of scale and translation intervals, rcsultmgjq;ﬂﬁ,crctc
wavelet transform (DWT). Since, CWT provides=ediimidant
information and reqmrcs a lpt of computatmnmucnemliy
DWT is preferred. — -

The two-dimensional wavclet tranbform is pe#o‘*ﬁned by
consecutively applying one-dimensional. wavelet=e msform
to the rows and columns of the two-dimensional data. In
Fig. 1, the tree representation of one level, two-dimensional
wavelet decomposition is shown. In.this figure,G.denotes
high-pass filtering and H denotes low-pass ﬁltethllc
12, represents downsampling by a factor of 2 Ln;%‘? final
stage of the decomposition we have four=iW2:XN/2
resolution subband imngeS' Al. the sealih’d"—:é&mggnent

this dccomposmon either pursuing thL same paiten. along
the scaling component, or obtaining the full- blownﬂfee or

achieve some intermediate tree where mtercstmg;j;mnches

Fig. 1. Tree representation of one-leve] 2D \\dVL]tl d‘.Lompusllmn
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Fig. 2. Sample nnc-ievel‘wavelel decomposed image.

gre grown using, for example, some projection pursuit
scheme [11). In Fig. 2, one-level wavelet decomposition of a
face image is shown.

In Fig. 3 the schematics of the wavelet decomposition
used in this study is shown. The letters in the figure serve to
differentiate the scaling component or the orientations of the
wavelet components, while the accompanying numbers
denote the level of decomposition. If the subbands are
obtained by decomposing the original image or any of the
scaling components, then they are represented with single
letter, If however, a subband is derived by decomposing one
of the detail subbands, then these are denoted with two
letters, where the first letter indicates the parent subband and
the second letter denotes the orientation of the child.

In the first level, a 1283128 original face image is
decomposed and four 64X64 pixels resolution subband
images—A |, H,, V| and D|—are obtained. The H;, V,, and
0, components are not further decomposed, because we
found their classification performance figures to be very
low. Consequently we proceed to decompose only Ay,
yielding four 32X 32 subband images—Aa,, Hs, V; and Da.
In the third level, we decompuose all components, As, Ha, Va
and D5, producing 16 162X 16 subband images. In summary,
we obtain 24 different subband images from the original
face image and input them into the classification scheme,

3. Subspace analysis

An mXn resolution face image can be considered as a
point in an N=mXn dimensional image space. For
example, a 128X 128 face image corresponds to a point in

16,384-dimensional huge feature space. On the other hand,
face images are very similar, and therefore highly
correlated. It follows than that they can be represented in
a much lower dimensional feature subspace. PCA and ICA
are the two popular methods to descend to such face
subspaces. )

3.1, Principal component analysis (PCA)

Principal component analysis {PCA) is based on the
second-order statistics of the input image, which tries to
attain an optimal representation that minimizes the
reconstruction error in a least-squares sense. Eigenvectors
of the covariance matrix of the face images constitute the
eigenfaces. The dimensionality of the face feature space
is reduced by selecting only the eigenvectors possessing
largest eigenvalues. Once the new face space is
constructed, when a test image arives, it is projected
onto this face space to yield the feature vector—the
representation coefficients in the constructed face space.
The classifier decides for the identity of the individual,
according to a similarity score between the test image’s
feature vector and the PCA feawre vectors of the
individuals in the database.

3.2. Independent component analysis (ICA)

Independent component analysis (JCA) can be seen as a
tool, based on higher order statistics, for extracting
independent sources from an observed mixture, where
neither the mixing matrix nor the distribution of the sources

QOriginal Face Image

| |

Ay H;

[

¥ Dy

| l

As; Hy Vy Dy

HA, HH, HY; HDy VA, VI VV, VD; DA, DH, DV, DIy

Fig. 3. Wavelel decomposition tree used in the study.
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Fig. 5. Face representation using ICAIL.

are known. The system model of ICA is given as
X=AS

where A denotes the mixing matrix, § denotes the source
matrix containing statistically independent source vectors in
its rows, and X denotes the observation matrix containing
the ‘linear mixtures' in its rows. The un-mixing matrix W
is found by minimizing or maximizing some objective
function, such as likelihood ratio, network entropy,
mutval information or Kullback-Leibler divergence [12].

The separation matrix, W, under ideal conditions, is the
inverse of the mixing matrix A

Y=WXand W=A""and Y=8

In the context of face recognition, the use of ICA features
was first proposed in [4], where two different approaches
were presented, In the first approach (called ICAI
architecture), the face images are assumed to be a
linear mixture of an unknown set of statistically
independent source images. Therefore, in this architecture,
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Fig. 6. Second face recognition architecture of ICA (ICA2). X, observations; A, columns of mixing matrix; 8, statistically independent

fepresentation coefficients.

Fig. 7. Face representation using [CAZ,
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Fig. 8. Black diagram of the data fusion scheme.

the lexicographically ordered face images constitutes the
rows of the observation matrix X, the statistically
independent basis images constitutes the rows of the source
matrix S, and the representation coefficients constitutes the
rows of the mixing matrix A (Fig. 4). The source images
obtained in this architecture arc spatially local and sparse in
nature (Fig. 5).

In the second approach (called ICAZ architecture), the
representation {weighting) coefficients are assumed to be
statistically independent. Therefore, in this architecture,
the lexicographically ordered face images constitute the
columns of the observation matrix X, the statistically
independent representation or weighting coefficients con-
stitute the columns of the source matrix S, and the basis
images constitutes the columns of the mixing matrix
A (Fig. 6). In this second architecture, while mixing
coefficient vectors are independent, source images tend to
have global face appearances, similar to the case of PCA
(Fig. 7).

4, Fusion

The outcomes from the various wavelet channels are
fused to achieve possibly higher correct recognitinn rates.
We investigated three schemes, namely, fusing raw pixel
values of the subbands, fusing [CA/PCA feature vectors
extracted from the subbands, and fusing the classification
decisions of the subbands.

4.1. Data fusion
In data fusion, lexicographically ordered pixels of the

subband images are concatenated to construct a new data
vector, Following this operation. the subspace projection

Wavelet Subspace
—p ¥

' Subbund | Anatysis

Criginal \\’avetcl" Suhspice Combined w  Classifier
Image H Subihand 2 Aualysis Features

Dugtsion

Wavelel Subspace

Subband N Analysis

Fig, 9. Block diagram of the feature fusion scheme.

Waveler Warcicl Suhspace exi
Subhand | 1—' Suhband 1 - Analysis Classificr
Wavrlel Cambined Subspace : Orignal Wavelet Subspace . Cusmhined
Subbuad2 | 77| Subbands Acalysis Clussifier image |1 Subband 2 Anabysis 1] SHE T pecision
| ; x z
i
Decision
Wavckl .
Waveler Subspoce Classi | |
Subbard N . Subhand N Avalysis sifer

Fig. 10 Block diagram of decision fusion scheme.

and feature extraction are performed on the combined data
vectors (Fig. 8).

4.2, Feature fusion

In feature fusion, subspace analysis tools are performed
on each subband, and then the extracted feature vectors are
concatenated to construct a new feature vector to be used for
classification {Fig. 9).

4.3, Decision fusion

In decision fusion, face classification is run separately in
cach subband. According to theedistance values between the
test face feature vector and feature vectors of the individuals
in the database, a confidence measure is calculated for each
classifier. If we have K images in the database and if we
define the distance between two feature vectors by the
function d(+), then the confidence score, ¢;, of a classifier’s
decision for ith class, is proportional to:

K " y
_ Ek=l (X este Lilatabase i )

(X yesrs Yauabuse.i)

The final decision is made through these confidence
values by using sum rule, product rule or maximum rule
[13]. Note that there are other fusion techniques based on
the training with decision patterns of experts. For example,
each subband can be considered to be a ‘face recognizer
expert’ and their decisions could be fused via a neural

Fig. 11. Sample face images containing changes in expression—
first row from CMU PIE. second row [rom FERET.
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Table 1
Correct recognition rates of successful subband images against changes in expression

PCA-120 ICA1-120 ICA2-120

Lt L2 cc Ll L2 R o o4 Ll L cc
Original 92.33 90.33 92 9333 90.33 92 87 87.67 96
A 93 7 91.67 93.67 91 91.67 90 8B.67 95.33
Az 94 g3 93 93 . 93 93 80,33 92 96
As 94 : 91.67 91.67 94.33 91.67 91.67 90.33 93.33 95

network. In our case, the limitations in the training data
preciuded this approach (Fig. 10).

5. Experiments

Two separate experimenis are conducted to test the
advantage of the wavelet-based face recognition scheme.
In the first experiment, the subbands that are potentially
insensitive to changes
whereas in the second experiment the subbands that are
insensitive to variations in iflumination are searched. In
both the experiments, feature vectors are extracted from
the subband images via PCA, ICAL and ICA2. The
FastICA algorithm [12] is used to perform ICA.
Daubechies 4 wavelet is used in the study, The
Daubechies wavelets, with their compact support and
orthonormal nature, are one of the most widely uscd
wavelet families [14]. Besides this, in [6] it is shown that
Daubechies 4 wavelet performs best in terms of
computation time and recognition performance with
respect to other order Daubechies wavelets, and other
well-known wavelets such as biorthogonal, Symlets and
Lemarie.

We used the nearest neighborhood classifier in our study,
We evaluated comparatively three different distanc: metrics,
namely, the L1 norm, the L2 norm, and the normalized
correlation coefficient, defined as follows

M
Li:d= Z tflraining,m mﬂcst.m;
m=1

12

M
12:d= Z lflmining,m _.:f\-h:st.auul2

m=1
CC: 4= flraining.flcsl
“ﬁnﬂninglmﬁestﬂ
Table 2

in expression are searched,

where fiiyining, m 15 the mth (m=1,...,M) component of the
training feature vector, and similarly for fies, m '

5.1. Experiments with changes in expression

The experimental data we used to test the performances
of subbands against expression changes consists of 600
face images of 150 individuals (four images per individual)
{Fig. 11). The images were chosen from CMU PIE {15} and
FERET [16] databases. Two hundred and seventy-two of
these images belong to CMU PIE database, and remaining
328 images belong to FERET database, fafb image set
Facial expression changes in the images occur due to
smiling, blinking or talking in CMU PIE database and due to
so-called alternative expressions in FERET database. It
would be desirable to have a more extensive set of
expressions that cover the whole gamut of human emotions.
Nonetheless, these experiments allow us to show the proof
of concept, that is that subbands and fusien bring in
improvements in the recognition performance. All the face
images are aligned with respect to the manually detected eye
coordinates, scaled to 128X 128 pixels resoluiion, and
histogram equalized. For each individual in the set, two of
their images are used for training, and the remaining two
images are used.for testing purposes. The images that
contain neutrai facial expression are put in the training set.
For recognition, [20-dimensional feature vectors, conser-
ving 91.55% of the energy, are used (Fig. 11}.

In Table 1, the correct recognition rates from selected
*successful” subbunds are given. Note that under expression -
change, only the scaling components Aj, Az, A; are
selected, and in fact, none of the detail bands qualifies in
the recognition competition. For faces subject to expression
changes only, we found out that performing PCA or ICAl
on scaling components slightly increases the correct
recognition rate. On the other hand, in ICAZ2, no improve-
ment is observed, With PCA and ICAl features, the L1
norm gives the best results, whereas for ICAZ, the best

Correct recognition pereentages using fusion technigues for fuces having changes in expression

Best performing Data fusion Feature fusion Decision fusion—  Decision fusion—- Decision fusion—
subband sum rule praduct ride max. re

FCA 94.00 94.00 93.67 94.00 93.67 94.67

ICAl 94,33 94,33 G400 94,67 94,67 94.33

Ica2 96.00 43.67 96,33 96,13 96.33 B
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Fig. 12. Sample face images containing variations in illurnina-
~ tion—first row from CMU PIE, second row from Yale.

" pesults are obtained with normalized correlation measure.
ICA2 proves overall superior to ICAl and PCA in all
subbands, its best being realized on the A; component.

We next tried to fuse the information contained in the
selected subbands, A, A, and A, at the data level, the
feature level and the decision level as decumented in
Table 2. For each feature type we took into consideration the
distance metric with which they performed best. Therefore
L1 norm is used for PCA and ICAIl, and CC is used for
ICAZ. In data and decision fusions 120-dimensional feature
vectors are used. In feature fusion, 360-dimensional feature
vectors are constructed by concatenating the individual
feature vectors of the subbands. The best result is obtained
with ICA2 by using the decision fusion, based on the
maximum rule principle. Since the individual subbands
already have relatively high recognition rates, only a smatl
improvement in the performance is achieved. If we take the
performance of the PCA on the original image as a
reference, the correct recognition rates increases from
9233 to 96.67, thus an overall 4.33% improvement is
achieved. On the other hand, if we take as a reference
the performance of ICA2 on the original sized image, the
improvement is a meagre 0.67%. Since the performance of
the original 128 128 image is on a par with those of the
lower-resolution (64X 64, 32X 32, 16X 16) versions,

Table 3

a computational advantage would accrue by selecting, let
us say, the much smaller 32 X 32 images {A, component).

5.2, Variations in tllumination

The experimental data we used to test the performance of
subbands against illumination variations consists of 332
face images of 83 individuals (four images per individual)
(Fig. 12). The images were chosen from CMU PIE [15] and
Yale databases. Two hundred and seventy-two of these
images belong to CMU PIE database and remaining 60
images belong to Yale database. Ilumination variations in
the images occur due to the intensity and direction of the
light. All the face images are aligned with respect to the
manually detected eye coordinates, scaled to 128X 128
pixels resolution and histogram equalized. For each
individual in the set, two of their images that contain
frontal illumination with different amounts of light are used
for training, and the remaining two images that contain
illumination from sides are used for testing purposes.
Eighty-dimensional feature vectors, which conserve 92.74%
of the energy, are used (Fig. 12).

The correct classification rates of subbands selected on
the basis of their success are given in Table 3. It is
interesting to observe that the horizontal detail subbands
(Ha, Hs, HH;) attain higher correct classification rates as
compared to the scaling components. In this respect, PCA
and ICA features extracted from the three horizontal detail
images lead to better results than the ICA2 features. The
normalized correlation measure, CC, has proved to be
superior in all of the three feature extraction methods. In
contrast, ICA?2 featres performed better when extracted
from the scaling components (A, Aj, Az} as well as the
original face image, though the recognition rate remained
overall inferior to those attained with the horizontal
components H,, H;, HHi. As can be observed from
Table 3, a significant performance improvement, of
the order of 40%, is achieved by using horizontal details
of wavelet subbands. If we again take as a reference the
performance of the PCA on the original image (54.82%

Correct recogaition rates of sample subband images in the presence of illumination variations (first five rows correspond to the suceessfuf subband images)

PCA-80 ICAL-B0 1CA2-B0

L1 L2 cC Ll L2 cc "Ll L2 cc
Crigina 34.82 5241 51.20 51.81 52.41 3120 57.83 56.02 66.87
Ay 56.02 53.01 51.20 31.20 33.01 3L.20 39.64 36.63 6747
Ay 57.83 33.01 51.20 31.8% 33.01 51,20 36.02 60.24 63.85
H, 34.94 33.13 71.6% 33.73 3313 71.6% 3494 3032 71.08
Ay 57.23 51.81 30.60 31.81 5131 30,60 57.83 60.24 60.24
H; 65.06 64.46 72,129 67.47 64,40 7229 58.43 59.64 62.63
HH, 45,18 43,78 68.67 43.78 44.58 69,18 40.36 42,17 60.24
Vs 21.08 21.08 37.95 2349 21.08 3795 - 18.67 18.67 48.80
D, 6.02 843 36.75 8.43 843 3673 6.63 6.02 39.16
Vi 43.37 43.98 43.78 43.37 43.98 45.78 4217 44,38 50
D, 3373 34,04 36.02 kIR 3494 36.63 34 3253 49.40
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Table 4

Correet recognition rates of fusion techniques against variations in iliumination

Best performing Data fusion Feature fusion Decision fusion—  Decision fusion—  Decision fusion—
subband sumt rule product rule max. rule

PCA 72.29 75.90 77.11 77.11 7.1 75.30

1Al 7229 75.90 75.90 77.11 ENY! 73.50

[CA2 71.08 71114 7289 75.90 73,30 ' 7171

score), the correct recognition rate increases to 72.29, by
using only a 16X 16 third-level herizontal subband
component, It is gquite interesting that the vertical and
diagonal details bring in no improvement at any level of
fusion. In Table 3, the last four rows are reserved for the
vertical and diagonal subband components on two succes-
sive scales, where one can observe the poor performance
with these components.

Next, we carried out fusion experiments, with fusions
realized at the data level, feature level and decision level. in
all fusion experiments, we used the correlation coefficient,
CC, since it was overall the best performing distance metric.
The subbands invelved in the fusion were the three
components, Hy, Hy and HHj using PCA and [CA1 features,
and the six components Ay, Ag, Ha, As, Hy and HH; using
ICA? features. These subbands were selected on the basis of
their performance in single-band experiments. Note that
since the energy levels of the scaling components and of the
horizonial detail components are very different, for the data
fusion experiments, they must be rendered commensurate.
In other words, to prevent the low-frequency subbands
containing higher energy from dominating the horizontal
details, energy normalization is applied by scaling each
component by its respective standard deviation.

In the data fusion, the concatenated subband coefficients
form longer vectors. For example, when the A, Az, Ha, As,
H; and HHy data are fused, the resulting vector becomes
4096+ 1024 + 1024 +4- 256 + 256 + 64 = 6656 dimensional.
These longer concatenated vectors are, however, still
reduced to dimension 80, as shown in Fig. 8, after PCA
projection (recall that ICA scheme has a PCA preprocessing
stage.) In the feature fusion casc, on the other hand, 240-
dimensional feature vectors are formed in PCA and ICAL,
which are constructed by concatenating the feature vectors
of Ha, Hy and HH; subbands. In ICA2, 480-dimensional
feature vectors result from concatenation of the features of
the A,, A, Hy, A3, H3 and HH;. Finally, in the case of
decision fusion, the confidence scores from the different
channels (three channels in the case of PCA and ICAl and
six channels in the case of ICA2) are combined to a final
decision by using sum rule, product rule and maximum rule
[13].

Table 4 shows the improvements in comect recognition
rate achievable as a result of fusion schemes. All features
(PCA, ICAL, ICA2) seem to benefit from fusion. whether it
is data, feature or decision fusion. The first column of
Table 4 gives the best attainable ‘pre-fusion’ score for

a comparison. The highest classification performance
increase is obtained with ICA2 using decision fusion
based on the maximum rule principle. The recognition
performance amounts to 77.71 in a database where faces are
subject to lighting varintions. The contribution of fusion
techniques in this case is a 5.42% improvement vis-i-vis
the single best performing subband and feature combination
(PCA, ICA], Hy).

6. Conclusions

In this study, we searched for the frequency subbands
that qualify as being insensitive to expression differences
and illumination variations on faces. Briefly, it was
observed that the frequency subbands containing coarse
approximation of the images are successful against
expression differences, whereas the subbands containing
horizontal details are successful against illumination
variations.

Since the recognition performance is not in the first place
very adversely affected by changes in facial expression, the
performance improvement brought about by the multi-
resolution analysis and/or fusion remains unimpressive. One
interesting observation made is that the performance with
the original image and scaling components at various levels,
namely, the A, A; and A; components, respectively, at the
128 % 128, 64 64, 32X 32 and 16X 16 resolutions remain
almost the same, hence low-reselution versions should be
preferred for computational simplicity.

The search for alternative wavelet channels for faces in
the presence of illumination variations proves much more
effective, The horizontal wavelet compoRERLS, obtained
after either one or two stage of Jow-pass filtering, were
found to be the channels yiciding the highest performance
scores. One can conjecture that horizontal wavelet Ternoves
any horizontal illumination pastern, €.8. 0N¢ cheek darker,
the other lighter. Alternatively, one can conjecture that the
horizontal details emphasize the left-right asymmetry on
faces, and the facial asymmetry was shown to be a very
pood feature in face recognition [17]. Fusing a number of
channels further improves the highest performance achieved
hy a single channel, by another 5.42%. Thle Tables 5-9
summarize 'the recognition performance improvements
instrumented by the choice of metrics. choice of wav.c]e(
components and choice of fusion scheme, The comparison

seference is the original face imuagc with PCA features and
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Table 5 o
]mp;uvcmem due to choice of features and metrics vis-il-vis the PCA-LI

i,ﬂf(,mmrlct‘:

facind expression change (%) [umination change (%)

goth improvements are attained with the max-rule fusion of the ICAZ
-+ features of the A, Az, Aj, bandsin lieu of the original images (compare first
sows of Tables 1 and 3). -

Table & :
jmprovement due to wavelet decomposition  vis-d-vis the full-scale
performance

Facial expression change (%)  lllumination change (%)

PCA 1.66 17.47
ICAL 1.00 1988
1CA2 - 4.21

Compare corresponding columas in Tables 1 and 3: for example, PCA on
. ariginel image performance is 54.82, while PCA on the H; band
performance is 72.79 resulting in 17.47% improvement.

Table 7
lmprovement due to fusion vis-i-vis the best subband component

Facial expression change (%)  lllumination change (%)

PCA 0.67 4.82
ICAl 0.33 4.82
ICA2 0.67 6.63
Table 8

Overall improvement vis-i-vis the PCA-L1 perfarmance

Facia] expression change (%) Ilumination change (50}

433 22.89

Tuble 9
Decrease in the error rate vis-3-vis the PCA-LL performince

Faciat expression change (%) Illumination change (%)

56.45 _ 50.66

L1 metric (referred to, simply as PCA-L1), as this is the
most commonly oceurring technique in the literature.

In conclusion, it can be said that natural expression
changes, i.e. smiling, blinking, talking, do not cause severe
performance reduction in face recognition. The attained
correct recognition rates are already relatively high; there-
fore, multiresolution analysis and fusion provide a small
improvement. On the other hand, it is observed that
recognition of faces, subject to illumination changes is a
more sensitive task. Utilizing multiresolution analysis and
tusion is quite effective in combating the detrimentai cffects
of illumination variations. For example, it would be
intriguing to consider the illumination variations
coupled with expression variations. Howcever. not only the
effects of illumination variations are more doménant vis-d-vis

the expression variations, but also we have found that the
subbands useful in combating illumination variations sub-
sumes already subbands effective for expression variations.
Sirnilar studies can be conducted for other facial factors,
of aging, accessories or pose, provided adequate databases
become available. In such relatively more complicated
tasks, where more intra-class variability and/or more
nuroher of classes can be encountered, we believe the
multiresolution scheme can also be beneficial.
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Abstract. The goal of this paper is to design experiments that confirm the evidence of eognitive responses in
functional near infrared spectroscopy and to estabiish relevant spectral subbands. Hemodynamic responses of brain
during single-event trials in an odd-ball experiment are measured by functional near infrared spectroscopy method.
The frequency axis is partitioned into subbands by clustering the time-frequency power spectrum profiles of the
brain responses. The predominant subbands are observed to confine the 0-30 mHz, 30-60 mHz, and 60-330 mHz
ranges. We identify the group of subbands that shows strong evidence of protocol-induced periodicity as well as
the bands where good correlation with an assumed hemodynamic response models is found.

Keywords: near infrared spectroscopy, cerebrovascular dynamics, time-frequency distribution, oscillary brain

dynamics

1. Introduction

Functional near infrared spectroscopy (INIRS) has
been proposed as a nom-invasive and rapid teol to
monitor the cerebrovascular changes during cognitive
tasks (for a review, see (Chance et al,, 1998; Obrig
et al,, 2000b; Villnnger and Chance, 19597). Their
results have indeed confirmed that ENIRS shows
explicitly the response pattern of a deoxyhemoglobin
(Hb) decrease and an oxyhemoglobin (HbOs) increase
when monitored over the same area where the max-
imal blood oxygen level-dependent (BOLD) signal
increase has been observed in functional magnetic
resonance imaging (fMRI) studies. Similar to fMRI,
fNIRS measures any cognitive activity indirectly via

*To whom all correspondence shoukd be addressed.

the coupling of neuronal activation to blood flow
and oxygen delivery. However in contrast, fNIRS is
capable to monitor these activities on a millisecond
basis at the expense of lost spatial details. The fNIRS
systems use multi-wavelength illumination to extract
both Hb and HbO, concentration changes (Boynton
et al., [996; Obrig et al., 2000a, b).

In this paper, we aim to characterize the spectrum
of INIRS signals during a cognitive task-and identify
the relevant frequency bands. We define as relevant
frequency bands those intervals of frequency, whichare
most correlated with neuronal activity associated with
cognitive tasks and where protocol-induced periodicity
can be observed.

Several researchers in the field of neuroimaging have
investigated oscillatory behavior of hemodynamic ac-
tivity. Efforts for characterizing the components in the
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spectra have concentrated on establishing a physiologi-
cal correspondence with the peaks or the energy bands,
Functional MRI and transcranial Doppler sonography
studies have proposed several association mechanisms
of vasomotor dynamics while emphasizing the fact that
astrong signal, the brain hemodynamic response, exists
and dominates the lower portion of the spectrum com-
puted from temporal neuroimaging data (Obrig et al,,
2000a; Franceschini et al., 2000; Prince et al., 2003;
Toronov et al., 20003,

Inall these studies, the main goal has been to identify
the spectral peaks or bands related to a given task, hence
elucidate the underlying physiological dynamics and
their relation to performance. This provides a means
to investigate the coupling between cerebral energy
metabolism and cerebrovascular dynamics (namely,
neurovascular coupling). The common view is that
while some of the oscillatory dynamics occur indepen-
dently of any task and give rise to distinet spectral bands
uncorrelated with other physiological activities (e.g.
breathing, heart beat ete.), other bands are affected by
psychelogical or pathological conditions {or vice versa)
through which degradation of task performance can be
monitored (Kim and Ugurbil, 2002; Franceschini et al.,
2000; Obrig et al., 2000a; Toronov et al., 2000}

Several researchers used spectral estimation tech-
niques and transfer function analysis to relate the brain
hemodynamic response to various stimuli and physio-
logical events {(Villringer and Chance, 1997; Svensen
et al., 2000; Wobst et al., 2001; Hu et al., 1999; Kuo
et al., 1998; Giller et al.,, 1999). Most studies that are
performed by transcranial Doppler sonography suggest
low frequency domination due to cerebral autoregu!a-
tion of hemodynamical activity where the increase in
acidity levels (increase on carbondioxide content) leads
to this very slow vasomotor activity forming the Mayer
waves or the V-signal (Obrig et al., 2000a).

Functional NIRS systems collect cerebrovascular
information by spectroscopic methods tuned to the
main chromophores in the near infrared range (Hb and
HbO,). The simplicity of measurement system aliows
the fast sampling of such changes, an advantage over
MRI systems. Moreover, the ease of application of
the probe and the freedom to move around are factors
that alleviate the discomfort felt by the subjects during
these studies. The increased level of comfort and non-
invasive nature of fNIRS studies can be considered as
mirimization of the nuisance factors by suppressing
the disrupting effects of emotions, stress and physical
limitations on hemodynamic signals. Major limitation

of fNIRS systems when compared against fMRI, is the
fow spatial resolution. Thus in any interpretation of the
fNIRS signals, the fact that these signals derive from a
much wider support must be taken into consideration.

To summarize, the goals of the paper are to (i)
Parse the fNIRS signal spectrum in an unsupervised
and serendipitous manner based on the time-frequency
spectrum, (i) Identify the frequency bands that are
most informative with respect to stimulus, and (iii) De-
velop a framework for choosing the set of optodes that
carry relevant information on the single-zvent trial cog-
nitive task. Once these [NIRS bands are identified, we
believe that behavioral parameters can be better corre-
luted with these spectral bands.

2. Preprocessing of INIRS Signals

2.1, Darta Collection

For all tasks, participants (with written informed con-
sents) were seated in a comfortable chair in front of
a computer screen in a sound-attenuated, electrically
shielded room and were fitted for EEG and fNIR mon-
itoring. Functional NIRS measurements are taken by a
custom-built system developed at Dr. Britton Chance's
lab at University of Pennsylvania. The system houses
four LED multi-wavelength light sources and twelve
photodetectors that when time and source-multiplexed
constitute four non-overlapping quadruples of pho-
todetectors (see Fig. 1). Hence in one scan of the fore-
head a total of sixteen measurements at each wave-
length can be acquired totaling to 48 aptic signals. The
source and detectors are equidistantly placed on the
probe as seen in Fig. 1. The probe is positioned such
that the base of it aligns with the eyebrows of the sub-
ject and the middle with the Fz location from EEG
electrode placement and a sports bandage is used to
secure it on its place and eliminate background light
leakage. Taking into consideration Firbank and et al.’s
study (Firbank et al., 1998), a pre-determined source
detector separation of 2.5 cm was used to account foran
average adult cortex depth around 1.5 cm that allowed
us to probe the first couple of millimeters of the gray
matter (Firbank et al., 1998; Boas et al., 2001). Notice,
however, that only one fNIRS sequence results from
the processing of the recordings at three wavelengths.

It was argued that a modified version of the
Beer-Lambert law could be used to determine the
concentrations of hemoglobin agents from raw fNIRS

‘measurements (Villringer and Chance, 1997). We
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Figure . Source-detector configuration en the brain prabe and nomenclature of photodetectors.

considered the oxyhemoglobin (HbO3) agent, based on
a recent study, where it was demonstrated that a strong
correlation exists between blood-oxygenation-level-
dependent fMRI data and diffuse optical HbO, data
(Strangman et al., 2002). Thus, our measurement data
consist of the time series of the HbO, signal samples.

Target categorization or “oddball task” is a simple
discrimination task in which subjects are presented
with two classes of stimuli in 2 Bemnoulli sequence
in the center of the screen. The probability of one stim-
ulus is less than the other (e.g. 20% of trials for the
“target’ or “oddball” stimulus, versus §0% of trials for
the “typical” or “context” stimulus); the participants
have to press a buttan when they see the less frequent
of the two events. Stimulus categories are varied, be-
ginning with the letters “X3CXX" versus the letiers
“00000". 1024 stimuli are presented 1500 ms apart
{total time, 25 minutes); a target is presented on 64
trials, with a minimum of 12 context stimuli in be-
tween to allow for the hemodynamic response to settle.
Therefore the rest of the stimuli (960) are context cases.
Subjects are asked to press the left button on a mouse
when they see 00000 and dght button when they
see the target “X XXX X" (McCarthy et al., 1997). This
timing parameter is used as the behavioral reacticn pa-
rameter tracking the performance of the subjects. Five
male subjects with an age range of 22-50 are recruited
for the preliminary test. Protocol is approved by IRB
of Drexel University and MCP Hahnemann Univer-
sity (now Drexel University College of Medicine), We
have the following additional specifications for target
stimuli:

(i) In a given experiment, overall &4 target stimuli
are presented, The stimuli follow a block periodic
temporal pattern, where in every block there are 8
stimuli with randomly jittered locations. However,
the same pattern is repeated in every one of the
eight blocks during the course of the 25-minute
experiment. In other words, the inter-arrival pat-
temns between the 1st and 3th target stimuli repeat
themselves successively between the 9th to 16th,
17th to 24th and so on up to 57th and 64th.

(i1) Inter-targetinterval is a random variable uniformly
distributed on the (30 to 50) sample interval, or
alternately on the (18 to 29) second interval.

Duration of stimuli of both context and target types
is 300 ms, hence there are blank intervals of 1 second.
Prior to digitization, analog optical density signals are
filtered by an RC filter with 330 mHz cut-off frequency.
Hence although recording is done at a sampling rate
of 1.7 Hz, (the Nyquist bandwidth is 850 mHz), we
consider that the 3-dB bandwidth is 330 mHz.

We had five human subjects for which the target cat-
egorization experiments were carried out. We observed
that some of the detector outputs were not usable, due
to either severe motion artifacts or occasional defects
of the sensor. Our rejection criteria were based on vi-
sual investigation: one sort of defect was clipping in the
signal amplitudes due to saturation of sensors; another
was the outliers due to head movements of subjects.
We also observed that, in some cases, sensors did not
give any measurement at all due to hair ccclusions. Af-
ter eliminating the improper measurements, we ended
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Figure 2. The effect of detrending on a typical HbO3 signal.

up in a collection of 72 NIRS-HbO, time series out
of the planned 5 x 16 = 80 recordings. These signals
were detrended, which effectively removed the very
low frequency components below 3 mHz. Simple mov-
ing average filtering and subtraction of the local aver-
age perform the trend removal: a frame of support 500
samples {corresponding 1o 4.9 minutes of data) is shid
continuously over the time-series and the mean value
of the samples inside the frame is subtracted from the
actual vakue at the frame position. The effect of such a
detrending scheme is illustrated in Fig. 2. In summary,
for signal characterization of the fNIRS signals we have
used the 72 detrended series, each consisting of approx-
imatety 2700 samples, corresponding to duration of the
cognitive task experiment of about 25 minutes,

2.2, Signal Characterizarion

In this section, we discuss features that characterize
the INIRS signals {s(r}}. Specifically, we search for in-
formative bands and then explore periodicities in these
bands corresponding to the target quasi-periodicity.
We conjecture that the fNIRS time-frequency spec-
trum can be partitioned into characteristic subbands.

The feature thut we use in characterizing these sub-
bands is the relative power time series for each band.
Similar time profiles of subband energies were used
in the analysis of epileptic seizure-induced EEG seres
(Blanco et al., 1995).

We starl by estimating the time-frequency represen-
tation (TFR) in terms of the short-time Fourier trans-
form (STFT), defined as

S(r.f)z[ s(Owplt — e /7 qr (D

oo

where 5(r) denotes the fNIRS signal of interest and
wp(t)is a window of finite support D. The short-time
Fourer transform (STFT) in (1) is actually computed
using the discrete Fourier transform (DFT), so that the
TFR is discrete in both time and frequency, respec-
tively, with time resolution At and frequency sam-
piing intervai A f. A short-time transform is warranted
since the signals are nonstationary and alse because we
want to capture and characterize local events, like brain
hemodynamic response in the course of the fNIRS pro-
cess. The windowing wp(t) guarantees the local nature
of the spectral analysis and its support is chosen so that
within that £ interval the process can be considered
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Tuble I, Parameters of TFR, sampling rate £; = 1700 mHz.

Parameter Value Comment

Window type Rectangular  Rectangular window has the

best frequency resclution

Window length 60 samples  This window size provides for -
D =355 28.3 mHz, frequency
resolution
Time resofution  Ssamples The analysis is slid by steps of
At =3s 5 samples, an adequate time
resolution.
Frequency 1 mHz Thus each 30 mHz subband has

sampling Af 30 representative samples.

to be at least wide-sense stationary. Table 1 gives the
parameters used in the TFR analysis.

We remark that the frequency resolution is given by
the effective window length, hence it is of the order of
F;/ D = 28 mHz, while the 1 mHz frequency sampling
rate A f is obtained by interpolation, that is padding the
windowed time series with zeroes.

We consider the evolutionary power spectral density
within the nth frequency band at the instant ¢ as

Balt, fY= 8%, HISUt, £Y in f € (furs fun) (2}

where f,,; and f,,» denote, respectively, the lower
and upper limits of the band and the superscript *
stands for complex conjugation. In our case we took
fan — fur = 30:¥ 0. Thus this initial partitioning of
the frequency spectrum has 1§ bands of width 30 mHz,
which collectively caver the 330 mHz bandwidth. The
30 mHz initial width of the bands is dictated by the
achievable resolutton after windowing the time-series
data. The window size of 60 samples provides fre-
quency resolution of 28 mHz.

The tatal power in a band as a function of time can
be calculated by

fan
o= [ e G)
fn.l
Similarly the total instantaneous power in the whole
signal bandwidth 7(1) is defined as

I
Ity = f Bit, ) df “)
R

where, in our case, the integration goes from 3 to
330 mHz. The lower limit is dictated by detrending,
while the upper limit by the cut-off frequency of the
RC filter which operates prior to digitization. Finally,

the relative power profile in the nth band as a function
of time becomes:

Rn(t) = @
(1)
The relative power profile per band reflects the tem-
poral evolution of the relative power in each band. Two_
bands are considered to be distinct if the evolutions of
their relative power profiles are dissimilar. Conversely,
two bands are merged into one if their R, (¢) responses
are close to each other. Dissimilar bands that have dif-
ferent time evolution of the profiles, R, (t) are consid-
ered to provide different information.

(5)

3. Selection of Relevant Frequency
Bands by Clustering

3.1, Band Selection Methodology

We adopt an agglomerative approach, by starting with
a fine partitioning of the frequency spectrum, and then
grouping bands similar in their evolutionary power
profiles, R,(f), into wider bands that hopefully cap-
ture significant signal information, To express the rela-
tive power time-series from different bands and detec-
tors/subjects, let's adopt the following notation:

Ry'(1): time-series of relative power profile time-
series for the nth band of the mth fNIRS signal.

Thus the subscript # denotes the frequency band of
interest, where n = 1,..., |1, which covers the fre-
quency range [(n-1) x 30, n x 30)] mHz. The super-
script m points to one of them = 1, ..., M(M = 72)
time-series in the database. Recall that these time series
were obtained from the 16 detectors of the 5 subjects,
after some pruning. We will refer to the supersecript
m as simply the mth measurement, The time index z
runs with the lags of At = 5 samples, ¢t =1,..., 7.
It will be convenient to express the whole time-series
R, e =1,..., T invector notation as RY . Thus the
T-dimensional R} vector denotes the time series of the
mth detector/subject in the n frequency band. Notice
that we have a total of N x M = 11 x 72 such R?
vectors, each detector being expanded onto 11 bands,
and conversely, there are 72 representative time-series
for each band.

We search for the formation of the bands by a clus-
tering procedure. In fact, we use a scheme based on
agglomerative clustering and majority voting as de-
scribed below. We apply clustering to the N bands of
each mensarement m so that the set of & subbands
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R = {R)'}i=1,..n are clustered into C subbands
g™ = {QF}c=1,...c. Specifically the 11 initially cho-
sen subbands from any detector/subject are clustered
into C = 3 subbands. We have decided for this target
number of three clusters to allow for a possibly very low

frequency band, a high frequency band and potentially

a single “interesting” mid-band.
The agglomerative clustering on data set R™ has the
following steps:

(i) Initialize: Assign each vector R to its own
cluster.
(i) Compute all pairwise distances between clusters.
{iii) Merge the two clusters that are closest to each
other.
(iv) Return to step (ii) until there are only three
clusters left. '

There are two important aspects in such a cluster-
ing algorithm: the retric used to compute distances
and the closeness criterion between vectors. In this
study we adopted the One-Minus-the-Normalized cor-
relation coefficient as the distance metric

where (-, ) stands for the inner product of two vectors
and ||-|| for the Euclidean norm. The vectors involved
in the computation are made zero-mean by subtracting
their mean value. Furthermore, we adopt the single link-
age criterion as the closeness criterion. Accordingly,
the pair of .".ld_] acent bands (7, g) for which a’(R”‘, RY}
is minimum are merged.

The end product of clustering the R™ set is a den-
drogram D™, a hierarchical tree that helps us to vi-
sualize cluster relationships. An example is shown in
Fig. 3. The dendrogram for the mth measurement D™
is pruned in order to get the clustered set ", This
is accomplished by simply obtaining the cutset of the
dendrogram that yields the target number of C clus-
ters, In other words, the dendrogram is cut, as shown in
Fig. 3 ot a distance value, that is the ardinate, to yield
the desired number of clusters. Within each one of the
C clusters, the merged bands are similar to each other
according to the chosen correlation coefficient metric,
while across clusters they are dissimilar. The leaves of
the dendrogram, that is the singleton clusters, which
correspond to the initial bands, become thus grouped
inte € = 3 larger bands. -

Once the agglomerative clustering is accomplished
we abtain M dendrograms, one for each measurement.

ings we resort to a voting scheme. At this stage there

m m
d(R", RY) = (RP R, ) (6) To extract a single set of subbands from the M cluster-
0= g TR
A Sample Dendrogram
12
1 =
g ost
g cutting line
08} /
04F i L
!
r
0.2f

10 11 L] 9 7

Band Index

Figure 3. A typical dendrogeam: The horizontal axis indexes ihe initial bands, vertical axis indicates with pairwise cluster distances,




Spectral Analysis of Event-Related Hemodynamic Responses 73

are C x M = 3 x 72 = 216 candidate bands with pos-
sibly differing bandwidths, out of which we try to de-
termine the most frequently occurring ones. We there-
fore rank these band patterns based on their frequency
of occurrence. To make this point clear, let’s consider

again the sample dendrogram in Fig. 3, which results

in the following subbands: {030 mHz, 30-130 mHz,
180-330 mHz}. We determine how many times each
of these subband formations are generated by the clus-
tering of all the R™ measurements, each occurrence
counting as a vote. Selecting the subband patterns that
have received the highest number of votes (frequency
of peeurrence), we achieve a partitioning of INIRS fre-
quency spectrum, where the resulting bands are non-
overlapping and exhaustively cover the frequency in-
terval 0-330 mHz.

3.2, Results of Band Grouping

As a result of clustering and voting, we obtained
9 candidate bands that shared 216 votes, as shown in
Table 2.

Based on the results of Table 2, there are many al-
ternative ways to partition the spectrum. Nevertheless,
there is one obvious choice that exhibits the strongest
evidence with 186 votes (86.1% of the total): this par-
tition is 0-30 mHz, 30-60 mHz, 60-330 mHz, We be-
lieve that this partitioning is characterstic of {NIRS
power profiles. Hereafter we call them as “canonical
frequency bands™ and denote them by letters 4, B, C
as in Table 3. Similarly when we say that we used the
AB-band, BC band or ABC band, or that the sigaal
was prefiltered in the AB-band etc we mean the band
stretching, respectively, in the 0-60, 30-330, 0-330
ranges. '

Tuble 2. Candidate baads (total number of
occurrences is 216),

Band (mHz) Votes  Percentagps {%)

0 30 71 33
30 60 57 26
30 oD 1l 5
30 180 3 1
30 120 1 0
60 REH 57 26
90 330 11 5

120 330 1 0
180 130 3 ]

Table 3. Canenical INIRS spectrum bands.

Bands (mHz) 0-304 30-608 60-330C

Voles 3% 26% 26%

4. Characteristics of the Canonical Band Signals

Once the canonical bands are determined, we set our-
selves three goals:

(i} To compare the cross-correlations of the relative
power profiles in different bands and to discuss
the physiological meaning of these bands.

(i) To explore the existence of any periodicity in the
temporal patterns within the bands. This is rel-
evant because the stimuli are quasi-periodic and
in some of the bands, we expect that periodicity
subsists more heavily thaa in the others. The in-
tent of this periodicity search is to corroborate
the evidence that the fNIRS does indeed mea-
sure cognitive activity, as will be demonstrated
in Sections 4.2 and 4.3,

(iil) Finally, to correlate and to fit {NIRS waveform
excerpts collected right after target onsets and the
Gamma function, a medel for brain hemodynamic
response function poputar in fMRI studies.

4.1, Interpretation of the Canonical Bands

In several other studies, three main frequency bands
of interest have been identified for cersbral hemody-
namics: a very low frequency VLF (8-33 mHz), a low
frequency LF (around 100 mHz) named as the Mayer
waves or V-signal (Mayhew et al., 1999; Obrig et al.,
2000a), and a high frequency component HF (around
250 mHz), the latter being definitely synchronous with
breathing rate (Kuo et al., 1998). Similarly, we con-
jecture that each of the canonical bands is associated
with one or more of the physiological activities re-
tated to hemoglobin concentrations. The lowest fre-
quency A band (0-0.03 Hz) is mainly responsible for
the slow baseline signal that is thought to be reflecting
the very slow vasemotor activity due to heart rate fAuc-
tations and thermoregulation (Toronov et al., 2000;
Francheschini et al., 2000; Giller et al., 1999). In fact,
reports on the frequency content of such Auctuations
have identified this signal as being the phasic dilation
and contractions of “the small reguiating arteries, and
these vasomotor waves produce fluctuations in cerebral
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Figured. A family of Gamma-waveforms with various time-constants {feft) and their magnitude spectra (right). (The spectral sidelobes are an

artifsct due o centering operation).

blood volume, which are eventually reflected in the in-
tracranial pressure” (Kuo et al., 1998), Similarly, in
many fMRI studies, the Gamma function model has
been used to parameterize the brain hemodynamic re-
sponse. InFig. 4, we display a family of Gamma wave-
forms (see Eq. (13)) with different time-constants, their
magnitude spectra, on which we have superimposed
the limits of the B-band. Since the brain hemodynamic
maodel response, e.g. the “centered” Gamma function,
nas its peak located within the 30-50 mHz range (see
Fig. 4}, the narrow B-band should be related to task-
related cognitive activity of the subject {Cordes et al.,
2001; Toronov et al., 2000). The larger C-band is also
assumed to carry cognitive activity related information,
most probably due to the periodicity of the target stim-
uli sequence as we will explore more in detail in the
next section. Moreover, vasomotion and breathing rate
are two other physiological factors that are responsible
for the emergence of the C-band, The C-band in our
findings is compatible with the components of cere-
bral autoregulation identified by others (Cordes et al.,
2001; Zhang et al., 1998; Strik et al., 2002; Giller et al.,
1959).

When we consider the three bands found by our al-
gorithm and the spectra of the BHR model as in Fig. 4,
we observe that most of the energy of the Gamma wave-
form resides in the B band, followed, in ordar, by the
bands A and C. It is of interest to consider the cross-
correlations between the R-series within the bands. To
this end, we consider the relative power time series

RY(), ¢ =1,..., T, where nyranges over the M mea-
surements, but /1 now ranges over the 3 canonical bands
A, B, C; hence for band A we will use the notation
RY(t) and similarly for the others. Cross-correlations
between these series are given in matrix form below:

A B C
A 1 —0.65 —-0.79
B -0.65 1 0.21
¢ -079 021 |

We can observe that there exists is a negative correla-
tion (correlation coefficient of minus 0.79) between the
A-band and C-band. This implies that an increase in
power in one band (say A) causes depletion of power
in the other band (C), and vice versa. In this sense
ihe time series R%(r) and RE(r) are almost “antipo-
dal”. A representative trind of R-series in these bands is
shown in Fig. 5, where the antipodality can be observed
when curves in the A and € bands are superposed.
The correlation coefficients between these time-series
suggest a negative feedback control between the cere-
bral autoregulatory activities (C-band) and the slow
frequency components (A-band). One conjectures that
the A-band signals are generated partly by the cogni-
tive activity and partly by oscillations of the cerebral
spinal Auid (CSF), which has been associated with in-
tracranial pressure oscillations in the 8-40 mHz band
and are dubbed as the B-waves (Strik et al., 2002).
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R- series of the Canonical Bands
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Figure 5. A representative set of R-series in the carenical bands,

Prue to the probe geometry and physics of photon mi-
oration in tissues, it is most likely that the detectors
are picking up a weighted sum of all the hemodynamic
activities lying undemeath each detector, namely the
skin dynamics, cranium and CSF dynamics, and tastly,
the cortex dynamics.

4.2, Search for Periodicities

Sinece the cognitive stimuli are quasi-periodie, whose
target presentation intervals are uniformly distributed
between 18-29 seconds, we can expect some sort of
pericdic behavior in the cognitive activity signais.
The frequency bands in which such periodic response
emerges more distinctly can be thought to better
reflect cogritive activity or the “brain hemodynamic
response.” Recall that the brain displays continuous ac-
tivity (baseline activity) patterns even in the absence of
any cognitive task. The cognitive activity waveforms, if
any, will be in general immersed in the baseline activity.
In fact, cognitive activity responses are very difficult
to discern by simple observation of the waveforms. It
follows that classical Fourier spectrum, correlation and
peak picking techniques are not suitable for hunting
these responses and more sophisticated statistical

methods must be invoked to detect and estimate these
hidden periodicities (Toronov et al., 2000).

We analyze the bands {A, 8, C} and search for
periodicities. The admissible periods should be in the
vicinity of target exposition periods of the experimen-
tal protocol, that is, in the [8-29 seconds range or its
harmenic/subharmonic multiples. Recall that, any peri-
odicity in the time domain will emerge as discreteness
{line spectrum) in the frequency domain. Thus, if a
time-domain signal is periodic with £y (18 to 29) sec-
onds, the corresponding spectrum should exhibit spec-
tral samples /£y Hz (34 to 539 mHz) apart. Since the
B-band can at most accommodate one such spectral
line, we merge the two bands B and C, to cover the
30-330 mHz band range. Previous researchers (Kuo
et al.. 1998; Giller et al., 1999; Hu et al,, 1999) have
also excluded the A-band since it was mostly mir-
roring the fNIRS baseline activity. Another plausible
argument for excluding the A-band is that it is inher-
ently a nonstationary process, which obviates signal-
processing tools requiring stationarity. To this effect,
we used a zero-phase finite impulse response (FIR)
high-pass flter with unit gain and a 3 dB transition
bandwidth of 1| mHz at 30 mHz. We will denote the
corresponding band-pass filtered signals for simplicity
a5 x{t) = Sgc(“{).
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The periodicity measure we adopted is based on a
classical method to estimate the pitch period in speech
signals: the least-square periodicity estimation (LSPE)
(Friedman, 1977). It is simply based on the minimiza-
tion of the weighted mean-squared error (MSE) be-

tween the observed signal x(r} and an estimated signal

xg(t) that satisfies xp(r) = x{r + kBad r = 1,2..., T
andk=0,1,..., K = | T/ Pyl — 1 where |-] denotes
the floor operation. The optimal xp{¢), for a given Fy,
is

Zk x(t + kPw(t +kPy)

Wl = s kR

where w(!) is the weight sequence of length T. Observe
that (7) reduces to the following if alf signal samples
are equally weighted, i.e. w(r)is a rectangular window,

1
x(t) = 5 Do+ kR) 8

k

It has been argued that the weight sequence should be
selected so that it has the maximum value of unity at the
center of its support and that it decays smoothly down
to zero towards the extremes since the period deviates
more heavily at the extremes than at the center, It has
been shown that Py that minimizes the weighted MSE
is, equivalently, the one that maximizes the functional:

fo—1h

Ji(Py) =
(P} E_ I

{9

where [y stands for the weighted energy of the esti-
mate x,(¢) and E for the weighted energy of the orig-
inai signal x(1), and where (P} = 7, vl
Note that the LSPE with J;-index is also called as the
pseudo-maximum likelihood estimation of periodici-
ties (Friedman, 1977).

In (9), we search for the dominant period in the sig-
nal, Py, that maximizes the Ji{ Py) functional provided
the periodicity index Jy( ) is adequately high. In fact,
the index function can be interpreted as a confidence
score that becomes | only for a truly periodic sig-
nal. Since some maximizing value of Py can always
be found, for this estimate to correspond to a genuine
periodicity, the confidence score should exceed a min-
imum threshold. Based on the protocol parameters we
allow By to take values between Ppip and Pryy. Since
the cognitive stimuli are not exactly periodic and since,
furthermore, the cognitive activity signals are heavily
embedded in baseline signals, we do not expect H(Pyy

-

scores to be high, and hence we avoid heavy threshold-
ing. A final confounding factor to be taken into account
is that the cognitive response may not be fired exacly
after the target presentation, but some variable delay
may Gecur.

In order to illustrate the viability of the LSPE algo-
rithm, we use a simulated data sequence that consists of
the superposition of 2 Gamma waveform train embed-
ded in white noise {the signal-to-noise ratio is 10 dB}
and of an actual signal copied from the A-band. The
average period of Gamma waveforms is 40 samples
with a uniferm random jitter between {(—10, 1d) sam-
ples in order to simulate our ex perimental protocol (see
Fig. 6).

Figure 7 illustrates the advantage of fltering out the
A-band signal and to run the periodicity detector only
in the BC band. It can be seen that the index values
become higher when the band A is removed from the
signal.

The results of the periodicity estimation on real data
are presented in Fig. 8. In this particular case without
prefittering (A BC bands), the perindicity could noteven
be detected with any teasonable confidence, while in
the filtered case (BC bands) we observe that a period-
icity is detected in the expected range with acceptable
coniidence (Fig. 8).

In order to prospect the actual {NIRS-HbO: data
for periodicities, we run the LSPE algorithm session
by session, since the experimental protocol consists of
gight identical sessions in succession. That is, we cor-
sider each of the eight sessions of the experiment sep-
aratzly and apply Egs. (7)-(9). We use for each session
a supsteeript j = 1, ..., 8, so that [x/(1)) denotes the
jthexperimental session in the 30-330 mHz band-pass
filtered fNIRS signal from whatever subject/detector.
The session-wise processing of the fNIRS signal, to-
gether with prefiltering within the BC-band, helps also
to mitigate the nonstationarity of these signals. In fact,
we may view the signal portions in different sessions
as independent realizations of the target categorization
experiment if we neglect any correlation due to the
baseline signal, which is independent of the cognitive
activity. The hunting for periodicity maxima proceeds
as foliows: : :

{i} The range in which we search for periodicities is
(20, 60) samples. i

(ii} We look for local maxima of the /1 {Fo) functional;
furthermore, once a peak is found, no further peak
is searched within its neighborhood of (=3. 3)
samples.
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(a) Simulated quasi-periodic sequence of cognitive activity waveform; (b) white noise sequence (SNR = 10 dB; {c} an actual A-band

signal; (d} superposition of the signals in (a). (b) and (c); (e} Band-pass fillered versien of (d) in the BC-band: this signal is then used for

periodicity detection,
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(i} We set a threshold of 0.1 on the periodicity belief
vilue .I](Pu)

{iv) Foreachsignal portion, we let the algorithm return
the periodicity estimate with laregest J;-index.

Those Py values that fail within the (30, 50) sampies
interval are thought to belonrg to the single-trial cogni-
tive activity in the experiment. Those falling outside are
considered as fortuitous values, indicative of the fact

Pericdicity index profiles for simulated data without prefiltering (solid line) and with prefilicring (dotted line), after local maxima

that that detector is not capturing properly any cog-
nitive activity signal during that session. Since there
are 8 session signals x/(t) per detector (each in turn
possessing 8 target stimuli), each {x(2)} signal returns
eight period estimates, B, j = I,...,8 along with
their confidence scores. We accumulate separately the
scores of the periedicities falling, respectively, inside
and cutside the expected range. We define the cumu-
lative score of inside periodicities S, and the count of
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inside periodicities Cj, for a given detector and target
Categorization experiment as:

3
Sin =3 N(F)s(#)) (10)
j=1
g .
cm=25(a{) (I
=1
with
. 1 if 2/ is inside the expected range
S(Hf):{ ST (12)
0 if £y is outside the expected range
where j == 1,..., 8 is the session index. Similarly we

define correspanding expressions for the outside peri-
oedicities Sy 2and Coy. Furthermore, in order to investi-
gate intersubject and interdetector variabilisy of period-
icities, we compute two quantities: periodicities falling
inthe proper range averaged over all subjects fora given
photodetector, denoted as Pypjea(k)k = 1...., 16,
and inside periodicity averaged over all photodetectors
for a given subject, denoted as Ploeusr(D. I = 1, ..., 5.
The error bar plots corresponding to these two quan-
tities, Pupjeer(k) & = 1,..., 16 and Pjaeaer(), ! =

l,..., 5, are displayed in Fig. 9. We also show the bar
plots of the scores and the scatter piots of the detected
periodicities with respect to the photodetector number
in Fig. 9. '

Several conclusions can be drawn from these resulis:

(i) Theaveraged period estimates match the expected
value of Py, whether the average is computed over
detectors or subjects, as iflustrated in Fig. 9.

(i) For any detector or subject there is some disper-
sion of estimated periodicity values. The large
spread, of the vrder of 10% in each sense, may be
due 1o the jitter of target instances, to the presence
of context activity, and to the limited observation
interval containing, at most, eight target stimuli.

(iii) We have also a method to classify detectors
as responsive of BHR periodicity and the non-
responsive ones, that is, those detectors that do not
show any evidence of periodicity within the ex-
pected range. The discrimination methed is based
on the not-in-the-range periodicity score, as illus-
trated in Fig, 10, over subjects | to 5. The reason
why some deteciors do not yield conjectured peri-
odicity could be due to the lateralization effect for
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Figure 9. Plots of P,uhj:c. (left) and Pyeiepr {right), the bars indicate the inter-quartile range of data, cempuied over admissible (that is,

within-range) cases.

that subject or simply to corrupted measurements.
One argument that supports lateralization conjec-
ture is that adjacent detectors all succeed or fail
in a group. For example, for Subject 1, detectors
3~12 are “good”, while detectors 1-2 and {3-16
are “bad” (see Table 4). One other reason could be
due to the location of the optodes with respect to
the light sources. Since the source-detector distri-
bution determines the volume of brain being sam-
pled, millimeter range shifts and alignments in the
probe will resultinasignificant change in the brain
volume being monitored, Finally, the corruption
observed could be due to the skin effects {larger
arteries on the skin surface right underneath the
optode) dominating the signai.

(iv) There are also marked differences between sub-
jects. For example, Subjects 1, 3 and 4 (especialty
Subject 4) yield high periodicity scores consis-

tent across all their detectors, while Subjects 2
and 5 are dubicus. Alfthough inter-subject vari-
ability is always expected in such studies, there
is no standard procedure to isolate corrupted data
from statistical analysis for fNIRS signals. The
periodicity analysis method provided in this pa-
per might be used as a rule of thumb in identi-
fying the comrupted data or the patient that is not
cooperating.

4.3, Correlation Analysis

We have seen in Section 4.2 that fNIRS possesses ev-
idence of cognitive activity as reflected in the period-
ical patterns of target stimuli. We can further explore
such aclivity by correlating with our data a brain hemo-
dynamic response model, as borrowed: from MRI

Table 4. Photodetectors with Sy, higher than Sy,

Phetodetector quadruples

Subject  Left (i}  Mid-teft (3-8)  Mid-right (8-12)  Right {13-16)
1 3and 4 5108 (afl) 10, 1t and (2 16

2 -not any- 8 9. lland |2 i3 16 (al})
3 4 3108 {al} 910 12 (all) 15and 16
4 1 ta - (o) 5108 (all) 9,11 and 12 1310 16 {all)
3 1 to 4 {ali} Sand 7 9, [fand 12 13ta 16 (all)
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analysis. One popular model is the Gamma fuaction
expressed as

Alt =T 2a—U=T) fi T
h(t) = ( Ye jr forr = (13)

fort < T

where 7 is the time-constant that characterizes the
response, A is the strength, and T is the delay of
the response to the target stimulus. Let's denote the
sampicd Gamma waveform by the m-dimensional
vector h (where m = 40) sampled ot the instants

t = 0,7 ...,(m — DT, T; being the sampling
period (1.7 Hz in the experiment). Implicit in each
h vector is the set of parameters ¢ and.T, where ©
is the time-constunt that characterizes the response,
A is the strength, and T is the delay of the response
to the target stimulus. Let's denote the sampled
Gamma waveform by the m-dimensional vector h,
constituted of the samples of /(r) in (13) at the instants
t =0T, ..., m — DT, and m = 40. Consider the
fNIRS signal x(r}, detrended and, in addition, possibly
prefiltered to leave the BC-band, i.e., 30-330 mHz.
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(1) Put into a vector form the 40 samples after each
target presertation instant to form one of the z;
vectors. Recall that there are 64 stimuli per ex-
periment, hence the vector index runs as & =
Lo..., 64,

(1) Constrain the time-constant t of the Gamma
waveform in the 1.5-3.5 second range, and the

response delay T in the range 0-10 samples. We
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search exhaustively for the best match in this pa-

rameter space.
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mizes the normalized correlation coefficient be-

tween x(k) and h, i.e..

olk)= mz%}(h, k)
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where the samples of z; that precede the delfay T
are set to zero.

(iv) If any prefiltering is used, say we focus on bands
B and C, then we denote the correlation as p(k) =
pack), and similarly for other band choices.

(v) The p(k), k = 1, ..., 64 series for all detectors
and subjects are pruned out, by deleting low-
correlation sessiens, such that we keep only those
correlations that exceed the threshold of 0.7. Fur-
thermore we calculate the mean of the correlations
per detector, m,(f), where the detector index runs
over! =1, ..., 16. -

We have computed the mean correlation profiles for
the original signals (no prefiltering) and for signals pre-
filtered in the BC (30-330 mHz) and € (60-330 mHz)
bands. The prefiltering of the A B bund (0-60 mHz)
was specifically avoided to preclude any resonance ef-
fect with the Gamma response model. In Fig. 10, we
display some of these mean correlation profiles and bar
plots for cases where correlations exceed the threshold
of 0.7. As to be expected in the light of the assumed
Gamma respanse, we observe that:

Prefiltering helps in general to improve the corre-
lation scores. In fact, the scores have definitely in-
creased in the 8C band, whether considered over sub-
jects or detectors. On the other hand, excluding the
8 band, that is considering only the € band, we find
much lower scores, Another useful note is that the
inter-detector variability in the number of encountered
Gamma matches decreases in the BC-band. These ob-
servations point to the fact that the cognitive activity
is mainly localized above 0.03 Hz, that is, in the 30—
300 mHz range {Toronov et al., 2000; Prince et al,,
2003}. The results are illustrated in Fig. 11, where we
contrast the percentage change in the number of ses-

sions exceeding the correlation threshold of 0.7 when
© 30-330 mHz BC-band is considered vis-d-vis the 60-
330 C-band or the full ABC-band. One can observe
that the correlation scores improve whether observed
aver subjects or detectors by 10 to 50%.

5. Conclusions

Identification of fNIRS frequency bands where cog-
nitive activity predominates in single-event trials is an
important problem. Based on the clustering tendency of
time-frequency power spectra, we have determined that
there exist three bands of interest: A-band (0-30 mHz),
B-band (30-60 mHz) and C-band (60-330 mHz). The

A-band is conjectured to represent the context activity
and some cognitive activity. The B-band is predomi-
nantly cognitive-activity related, while the C-band ac-
counts for various physiological activities as wel} as
protocol-induced periodicity. Our analysis has covered
up to 330 mHz range since this was the cut-off fre-
quency of the built-in RC-filter in the {NIRS device.
These bands are found to be very similar to those in
related studies (Hu et al., 1999; Kuo et al., 1998: Obrig
et al,, 2000a; Franceschini et al., 2000; Toronov et al.,
2000).

Correlation between the response model waveforms
{Gamma waveform) and the fNIRS signals becomes
maximum in the joint A B-band (0-60 mHz). On the
other hand, protocol-induced periodicity is best ob-
served in the 8C-band (60-330 mHz). Since each sub-
ject was tested only once, we cannot comment on intra
subject variability. We believe that evidence of peri-
edicity in detectors pravides a guideline for selecting
responsive photodetectors and subjects and discarding
non-responsive ones.
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Abstract

In a CDMA downlink scenario, the signals =

coming from the base station are a mixture of a
desired signal for a specific user and other
signals corresponding to other users of the
system. Since the desired user usually cannot
know the spreading code sequences of other
users this can be considered as a blind source
separation {BSS) problem. In this work, we
applied independent factor analysis (IFA) which
offers a flexible analytic source modelling by
mixtures of Gaussians and which also accounts
for the additive noise in solving this BSS
problem. The simulation studies with the basic
CDMA downlink mode!l and with a fast fading
CDMA channel showed the superiority of IFA
with respect to regular independent component
analysis (ICA). We will also utilize the
factorized variational approximation method in
IFA to mitigate the computational complexity
which is exponential in the product of number
of users and the number of  multipaths
considering the fact that in a typical CDMA
system the number of users is a multiple of tens
and the number of multipaths is at least three.

Keywords: independent  factor  analysis,
independent component analysis, code division
multiple access, blind source separation

1. Introduction

Code Division Multiple Access (CDMA) is a
multiple access technique that uses spread
spectrum modulation by each user with its own
unique spreading code where all users share the
same spectrum [1]. The increasing demands in
wireless personal and mobile communication
systems both to provide and accommodate high
quality voice services and other multirate
services such as internet access from hand-held
mobile terminals, also increased the Interest in
CDMA because it provides high-frequency usage
and ‘it is suitable for multimedia and multirate
SE€rvices,

This research was supported by Tubitak Project
No. 102E027.

The easiest way of detecting the desired signal in
CDMA communication is a single user detection
scheme where the signals corresponding to other
users are considered as white noise just
contributing to the noise level presumably.
However, a multiuser detection (MUD) scheme
where also the multiple access interference
caused by the signals of other users are tried to
be eliminated in the detection process, will result
in better performance. In such a CDMA system,
specifically in a CDMA downlink scenario, the
signals coming from the base station are a
mixture of a desired signal for a specific user and
other signals corresponding to other users of the
system. Since the desired user usually cannot
know the spreading code sequences of other
users this can be considered as a blind source
separation (BSS) problem.

In BSS problem, data measured by sensors arise
from source signals that are mixed together by
some linear transformation corrupted by noise.
The task is to obtain those source signals.
However, the sources are not observable and
there is mo information about their properties
beyond their statistical independence nor about
the mixing process and the noise [2]. These
sources can be found using independent
component analysis (ICA) provided that all
sources are independent and non-Gaussian [3].
Most of the work in the field of BSS with ICA
considered the idealized noise-free case until a
satisfactory solution was found in the mid 90s.
[4,5]. In real applications we usuaily encounter
noise and the number of the sources differ from
the number of sensors which fact is again not
solved by ICA methodology. Although there
have been some efforts to include noise into the
analysis [6,7] we observed some deteriorating
performance when the noise level increases .

Independent factor analysis (IFA) proposed by
Attias [2] and Moulines et al. [8] solve the noisy
BSS problem which can also model the CDMA
downtink communication. Additionally, IFA can
handle the mismatch in the numbers of sources
and sensors. The sources are modelled as
mixtures of Gaussians (MOG) whose parameters
are estimated jointly with the mixing matrix. The




model also contains the noise covariance matrix
which is another parameter to be estimated.

In this paper we use the IFA model to solve the
blind MUD problem of CDMA downlink
communication. The first results that we present
in this summary includes application of [FA to a
basic CDMA. downlink model with comparison
to existing methods and estimating the fading
channels which may have an impulsive nature. A
problem of using IFA method in CDMA
systems for BSS arises in the computational
complexity which is exponential in the product
of number of users and the number of
multipaths considering the fact that in a typical
CDMA systern the number of users is a multiple
of tens and the number of multipaths is at least
three. In order to solve this problem of IFA for
CDMA systems, we also propose applying the
factorized variational approximation suggested
by Attias. The supgested solution utilizes a
posterior density different from the exact
posterior which is used in the E-step of the EM
algorithm. This posterior has it's own set of
parameters which are learned separately from the
generative parameters of the [F modet and makes
the E-step casier providing a reasonable
approximation of the exact posterior.

2. Independent Factor Analysis (EFA)

IFA is a new algorithm for blind separation of
noisy mixtures with a possibly non-square
mixing matrix [2, 8]. It is performed in two
steps:

»  Leamning the IF mode! that is the mixing
matrix, the noise covariance and source
density parameters from the data where
each source density is modeled by a
mixture of one-dimensional Gaussian
density.

+  Recovering the sources from the sensor
signals using the posterior density of the
sources given the data,

The IFA model is a linear probabilistic model

y=Hx+u

where y and u are the L' x 1 observation and
noise vectors, respectively, H is the L" x L
mixing matrix and x is the L x | source vector.
Each source density is modeled by a mixture of
one-dimensional Gaussian (MOG) density given
by:

P(xrlal ) = iwaq,g(xr - !“Lq,'vl.q,) g, = {wi.q. HigVig, }

=1

and thé noise is Gaussian with zero miean and
covariance A:  p(u) =(u,A).

The resulting mode! sensor density becomes:

ply| W)= [y 1x)p(x)dx

= JG(y —Hx,A) ]:[ p(x]6,)dx

where W -—'(H,A,B) denotes the collective

parameter set. W parameters are found
iteratively by minimizing the Kullback-Leibler
(KL) divergence of the true density and . the
density conditioned on the observation given by:

. p°(y)
g(w)= [p°(y)log dy
plyI W)
=-E[log ply | W)]-H
For minimizing this error function the
expectation  maximization (EM) algorithm s
used which is formed by the'two steps:
« Forming the expected value of the
complete-data  likelihood, given the

observed data and the
current maodel:

F(W', W)= -Elogp(a,x,y | W)]

e Obtain the new parameters as the
solution of

W = arg min F{W', W").
W

After the IF mode! parameters are estimated the
spurces can be reconstructed from the sensor
signals using any parametric estimator such as
the least mean squares or maximum a-posteriori
probability estimators.

Next we will describe how the CDMA downlink
problem fits to an IFA formulation.

3. CDMA Downlink Communication
The basic CDMA one shot downlink model is

K
given as r(t)ﬂZAkbksk(r)—i- Cm(t) where
k=1

r(f) is the received signal, 4y is the &’th users
received signal amplitude, b; is the antipodal
data bit of the &'th user, 5t} is the &'th user’s
signature waveform with normalized energy,

ot is the noise power with unit power spectral
density. After chip matched filteing and




sampling the received signal r can be expressed
in Cx | vector form:

K
r=) Abs,+on
k=1
where §, is the Cx1 signature vector of the £’th

user and ntis the Cx1 AWGN vector. This
equation can be written as;
r=Gb+n
where G=8SA is the CxK mixing matrix with
S=[sl s2....sK] and A=diag(Al...AK)and bis
the Kx! source vector. Note that the above
equation has the form of the IFA generative
model. In the fast fading case the CDMA
downlink model is given by

rt)= iibmiamsk (t—mT —d)+n(t)

m={ k=| =1

After chip matched filtering C-vectors ry, of the
form

v, = [HmC) rmC+1) ... r((m+1C -1}

can be expressed as
kL

— E L
rm - [al.m~lbk.m-lgkl + an’,mbk,mgkl ]+ nm

where

gf =[5, (C—d, +1)...5,(C) 0---0]
and

g =[0--0 5 s5.(C-d)]

represent the early and late parts of the code
vectors. Thus, one obtains

R=GF+N
where R = [r, rN] represents N

transmitted symbols in compact form and

F= [f, fy ]zxf..xN contains the symbol
and fading terms:
fm = [a],m—lbl,m—l ai.mbl,m ' aL,m—le,m—I aL.mbK.
_|l.k L E L
.G—[g“ Bi g gﬂ.]CxZKL
contains the basis vectors and
N= [n1 n N] is the noise matrix.
4, Results

We applied IFA to the basic CDMA model
defined in the previous section. In the
simulations, a CDMA downlink communication

that is the communication from the base station
to a user with K=2 users and with C=31 Gold
codes is considered. As the signal power of the
desired user is fixed to 12 dB, the power of the
interfering wser is fixed to 30 dB. I[FA,
regularized ICA [9] and single user matched
filter detectors are applied for {0 independent
simulations and 1000 transmitted symbols. In
Figure 1. the number of correctly estimated
symbols are given for the three detectors. The
figure depicts that IFA can estimate all
transmitted symbols correctly even though the
noise power is very high given by the variance =
0.7 and the desired user's signal power is low.
On the other hand regularized ICA can estimate
all symbols correctly when the signal power of
the desired user is greater than 6 dB,

We also applied IFA to the fast fading CDMA
model to estimate the fading coefficients. In the
experiments, K=2 and L=1 are chosen to limit
the number of sources to 4 to overcome the
convergence problem of IFA. Fading coefficients
are modelled by 1.85-stable distribution. In
Figures 2 and 3, it is seen that [FA estimator
tracks channel coefficients. for both noise
variances 0.1 and 0.01 succesgfully.

In the full paper, we will also present the results
of a more practical CDMA scenario with
multiple tens of users and multipath channels
where the factorized variational approximation
method is utilized to reduce computaticnal
complexity of IFA.
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f)zet(;e

Bu g¢alismads, iglevsel yakin kizil Gtesi spektroskopi
isaretlerinin beynin biligsel gorevlerle hemodinamik tepkisini
goziemekte  kullamilabilecegi  gbsterilmektedir.  Insan
demeklerin  bir ekranda gosterilen hedefleri simfladifn
deneylerde uyaran dizileri hemen hemen dtnemlidir.
Dénemlilikten sapmalara ve bagka isaretlerin girisimlerine
kargin, tiim fote-algilayicilar ve denekler tzerinde incelenen
isaretlerde tutarh bir bigimde hemodinamik stire¢ déneminin
kestirilebildigi gGrillmigtir,

Abstract

We show thut functional near infrared speciroscopy signals
can monitor task-related cerebral hemoedynamic response. We
detect periodicities in the near infrared spectroscopy signals
and show that the estimated periods are consistent across
multiple detectors and subjects, despite the jittered periodicity
of the stimuli sequence that is used in @ target categorization
experiment,

1. Girig

Islevsel yakin kizil Gtesi spektroskopi (INIRS), biligsel
girevler sirasinda beynin hemodinamik tepkisinin gézlemien-
mesine elveren, kafatasinin agilmast perektirmeyen, hizh bir
teknik olarak Gnerilmistir [5]. Gergekten de sinir hiterelerinin
tepkilerinin, fNIRS yardimiylz Glgiilen oksijensiz hemoglobin
(Hb)  yogunluk degisimlerine yansidigt  bilinmektedir.
INIRS i rakip islevsel gozlem ydntemlerine bir diger
tistiinliigii de oksijenli hemoglobin (HbO,) derigimindeki
artmanin  {ve beraberinde Hb derigimindeki azalmansn)
milisaniye mertebesinde  izlenebilmesidir. Aragtirmacilar,
beynin salimim igeren etkinliginin biligsel etkinlikten bagimsez
olarak gerceklestifini ve bu iki etkinlifin farkll spektral
davransgtaninin oldugunu  gdzlemlemistic [3]. Bunlara ek
olarak, nefes alma, kalp atigi, yorgunluk gibi olgularm her biri
spektrumun  farkh  alanlarma  yansimaktadir  [1].  Bu
varsayimlara  uygun,  kesin  matematiksel  modeller
bulunmamakla birlikte, beynin gesitli uyaranlara kaegt yanitt
igin birim diirtii tepkisi temelli modeller Snerilmistir [4, 5, 6].
Bu gahsmada, fNIRS isaretlerinin per¢ekten de beyindekd
biligsel etkinlikleri yansithgr varsayiminm  gegerlilifini
gostermeyi  amagladik.  Bir  fNIRS  igaretinin  uysran
isaretinkiyle ilintili bir dénemlilik igermesi, bilissel etkinlige
dair bilgi tagidifinin en giiglt kanstidir. Bu nedente, fNIRS
isaretlerinin biligsel etkinligi yansitmasi en ofasi alt

TUBITAK 102E027 ve Bogazigi Universitesi BURF
025102 projeleri ile desteklenmigtir,

0-7803-8318-4 104/520.00©2004 IEEE

bantlarinda dénemlilik kanstini aradik. Alt bant segimini
[2]'de @nerdigimiz uyarlanir topaklandirma temelli algoritma
yardimuyla gergeklestivdik, Doénemliliklerin kestirimlerinde
giizlenen tutarlilik, buntann arkaplan etkinliginden kaynakla-
nan yapayliklar olmadigim pstermektedir.

2. Veri Toplama

Deneklerden &lgiilen veriler, alna yerlegtirilmis toplam 16
alpilayiet tizerinden ahnmugtir.  Deneklere ekranda rasgele
bigcimde “00000™ ve “XXMXX driintitleri giisterilmek-
tedir. Birinci riintii karsisinda denck sol fare tusuna, daha
seyrek olugan ve “hedef uysran™ diye nitelendirdigimiz ikinci
uyaran durumunda ise sad tusa basmaktadur,

Protokolde kullanilan uyaran dizisinin dzellikleri séyledir:
(i} Pes pese yamlan § ayr1 otucum halinde toplam 64 hedef
uyaran sunulur; her bir oturumda ise hedefierin zaman
konumlan beklenen periyodik konumlarindan rasgele segiren
8 ayr1 hedef uyaran vardsr; (i) tki ayaran arasindaki siire 30
ili 50 6rnek kadar degigebilen ve birbigimli dafilmg rasgele
bir degiskendir. (iif) Her iki tiir uyaran da 500 ms boyunca
ekranda kalir ve ardijk iki uyaran arasinda bir saniyelik
bosluk vardir, (iv) Sayisal kayitlar 1.7 Hz rmekleme hizinda
yapilmustir, buna gére Nyquist bant geaisligi 850 mHz’dir ve
her bir kayit da 2700 tmekten olugur. (v) Deneylerde, 22-50
yas arahginda 5 denek kullanibmigtir.

Foto-algtayicdardan normal olarak 5 denek dzerinden
5%16 = 80 dlgtim elde etmeyi beklerken, bazi igaretlerin ciddi
devinim yapayhkian ya da algidayw: hatalanr pedeniyle
kultamlamaz durumda oldugunu gozlemledik. Kusurlu
dlgiimlerin elenmesinden sonra, 72 igaretlik bir veri kilmesi
elde ettik. Yaklagik olarak 2700 6mekten olusan igarctlerin
her birinden 3 mHz’in altina iliskin yénseme egrisini gikardik.

3. Yinotemler

3.1. Alt bant secimi

Alt frekans bantlannn segmek igin, siradiizensel bir
topaklama  yontemi kullandik [2]. Onecelikle frekans
spektrumu igin 10 mHz'lik 25 dar bant ve 250-850 mHz
arasint kaplayan genig bir yiiksek frekans bandindan clugan
bir baglangigc bdliintilemesi diiginditk. Yiksek frekons
bandns digerlerine kiyasla oldukga genis tutmamuzin nedeni,
tipik bir isaretin enerjisinin yalmzea yilzde 9'unun 250-850
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Sekil 1. Sifir eksenine gekilmis Gamma fonksiyonu (sol) ve Fourier spektrum bilyikligi (sag), yiksek frekans
cikintilari isaretin ortalama degerinin ¢ikarilmis oimasindan kaynakianmaktadir,

mHz araliginda bulunmasidir. Daha sonra veri kiimesindeki
her 7(t), m=tL,...,72, igareti igin bu bantlarda zamanla degisen
gii¢ profilini, va da R-dizisini, ssradaki gibi hesapiadik:

Sien
[lsenfar
R M
[ Jome.rfar

]

(1) ifadesindeki §7(, /) terimi, §™(¢) isaretinin kisa dénemli
Fourier déniiglimiidiir, o™ bandin alt ve (st limitleri sirasiyla
Jas ve foi'din Son olarak, bilgi tasiyan alt bantlann segimini
agagida anlatildigt fizere topakiandirma ve gojunluk oylama
kullanarak gerqeklestirdik.

lk ngamada her bir isaretten hesaplanan 26 tane R-
dizileri arasinda ikigerli olarak ilinti katsayilanini hesapladik.
Ardsndan bu katsayian temel alarak, birbirlerine en gok
benzeyen R-dizilerini siradizensel bir yontemle i grup
kalana dek topaklandirdik. Son tahlilde bir algak, bir yitksek,
bir de *“yararll” bir orta frekans bandi elde etmeyi
umdugumuzdan son topak sayisiun fi¢ olarak belirledik. Bu
islemlerin sonucunda elde edilen her bir topaktaki R-
dizilerinin kapsodigi bandi, bulmayr amagladifinuz bilgi
tasiyan bantlardan birisi olarak atadik. Sonug olarak her bir
almlaywer igareti igin {icer tane olmak {zere, tiim denek ve
algilayicilardan 72x3=216 bant elde ettik. Enerji profillerine

Tablo I. Aday bantlar

Bantlar (mHz) Oy savilar
230-850 44
0-30 35
0-40 35
40-250 35
30-40 28
40-850 28
30-250 7
0-30 2
50-250 2

ve oylamaya dayah topaklandirmamin bagaril oldugunu, az
sayida bant adaymn oylarin gogunu topladifing bakarak
soyleyebiliriz.

Ikinci asama ise, genel bir INIRS isareti igin gegerli
olabilecek bir spektrum bélintlemesi olusturmak igin elde
edilen bantlar dzerinden goguniuk oylamas: yiiriitmekti, Buna
gire, elimizdeki 216 bands, tekrarlanma sikhfina pgére
siralandirdik. Stralama sonucunda, 216 oyu paylasan ve son
bélintGlemede yer alabilecek 9 ayrt bant bulduk. Bu bantlar
ve aldiklar: oy sayist Tablo 1'de gésterifmistir,

Tablo 1'de verilen sonuglare gire, birlikte biitiin
spektrumu kaplayan ve birbirleriyle Grtfigmeyen bantlar igeren
birgok béliintileme olusturmak olasidir. Bu bélintilemeler-
den bantlarimin oylan toplandiida en ok oyu alan (216
oyun 142'si, % 65.7) 0-30 mHz, 30-40 mHz, 40-250 mHz ve
250-830 mHz banilanndan olusan bolintiilemedie. Bu
bantlan, ifade kolaylij1 agisindan Table 2’deki gibi harflerle
gdsteriyoruz.

Tablo 2. INIRS Bantlar

Belirteg Bantlar {mbz) Oy sayilan
A 0-30 35
8 30-40 28
C 40-250 35
D 250-850 44

Ozellikle transkraniyel doppler sonografinin kullanddig
birgok ¢alismada, beynin hemodinamigine iliskin ¢ frekans
band1 saptanmistir; (i) ¢ok algak frekans bandi (8-33 mHz),
(iiy Mayer dalgalan ya da V-isaretinin bulundufu algak
frekans band! (100 mHz gevresi) [8], (iii} ve bir yiiksek
frekans band: (>250 mHz). Bu sonuncusunun solunum sikligy
ve kalp atig1 isaretiyle iliskili oldugu rapor edilmistir [9].

Benzer bir bigimde, biz de INIRS isaretlerinden yukanda
anlahilan  ydntemle segilen bantlann, oksihemoglobin
derisimleriyle 6lgiilen fizyolojik etkinliklerle birebir iligkili
oldupunu diigiintiyoruz. En al¢ak frekans band: olan 4-band),”
gok yaves damar igi  saliimlarn  yansitan  arkaplan

etkinliginden sorumludur. Bu bandin uyarana bagly biligsel
etkinlikten bagimsiz oldugunu vaysaysyoruz. Diger yandan,
fMRI'da kullamlan modellerden biri olan sifir-ortalamalt
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dinemlilik bulunamists.

Gamma fonksiyonunun 30-50 mHz arasinda yogun oldugu
pézleminden hareketle (Sekil 1);-B-bandimin uyarana bagl
biligset etkinlikle iliskili olmasi gerekir [10]. Daha genis olan
C-bandimin da, biyiikk olasilikla  uyaran  dizisindeki
dinemlilikten kaynaklanan, biligsel etkinlikle iliskili bilgi
tagidigr  diglindlmekiedir. Bununla  birlikte, damar g
saliimlar ve solunum isareti de C-bandimin olusmasinda
etkilidir. Son olarak, yiksek frekans bandi olan D-bandinmn
birtakim zay.f, rasgele salimmlarla kalp atisi isaretinin (~1.1
Hz) katlanmug halini igerdigini diistintiyoruz,

Son tahlilde, yukandaki varsayimlardan hareketle, B ve C
bantlarini kapsayan 30-250 mHz arab@nn biligsel etkinligin
fNIRS igaretlerinde en yofun olarak bulundugu bant
oldugunu savhyoruz.

3.2, Diinemlilik kestirimi

Bilissel uyaranlar neredeyse d6nemli olduklarindan
(uyaran arasi zaman farklan 18-29 saniye arasinda birdenck
dagilmugur), biligsel etkinlige iliskin isaret bélimlerinde bir
dénemlilik davranginin varoldugunu digiinebiliriz. Biligsel
etkinlik  dalga biginlér,” eger . varsa, genelde arkaplan
etkinliginin igine gmiilmis olacakur. Gergekten de, deneyler
gstermektedir ki biligsef etkinlik tepkilerini gézie ayirt etmek
son derece giigtiir, Isarctteki dénemlilikleri sezmek ‘igin
kullandigimez yontem, ilkin konusma isaretlerinde kullamlan
et kilglk kareler dénemlilik kestivimi  (“least-squares
periodicity estimation”, LSPE)- algoritmasidir [7]. Bu
yontemde, gézlemlenen igaret x(f)"ile- kestirilen igaret xg(r)
amsindaki agiwrlkh ortalama karesel hata en kilgiik ki
Kestiriten igaret xo(f) su siradaki ddnemlilik iliskisini saglar:
X} = xlt +kRyy, 1 =12, Tve i=1;..., K. En kiigiik agsrlikh

ortalama karesel hatayt veren Py donemliliginin ayni zamanda

agafidaki ifadeyi enbiiyiittigil [7]’de gésterilmigtir:

E—1,

(2) ifadesinde, fy terimi xo(¢)'nin agirhikh enerjisi, £ de
x(f)nin agirlikll enerjisi yerine geger. Bunlara ek olarak,
yiksek Py degerlerine dogru ofan yanhhg: diizeltmek igin
konulan /; terimi de agagidaki hesaplanabilir:
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et .
11(P) = EaULs05 - (3)
D+ k) :
)
(3) ifadesinde, w{f) isaret Grnekleri nd
kullanilan, tipik bir penceredir. (2)deki fonkmyon

buyilk kilan P defieri, eger Ji(F) yeterince yﬁk—s"kse
isaretteki en baskin dénemlilik olarak alimir. J, (PGTMalt
biltlindiyle dénemli bir isaret igin 1 degeri alan piiven_degeri
olarak yorumlanabilir. (2)'yi enbiiyiiten hcrhan_gj’biIEPi- her
zaman bulunabileceginden, kestirimin gergek bir donemlilikle
iligkili olabilmesi igin, giiven deferinin bir esigi™Fe¢mesi
gerekir. Bu digiincelerden hareketle  fNIRS igaretlerindeki

biligsel etkinlikle iliskili donemlilikleri ortaya cikarabilmek
igin, 6mek sdyist olarak P, =20 and P,,,=60 deﬁEﬂerl

arasinda degisen her PO igin J,(F) degerini hesaﬁfadlk
Biligsel uyaranin tam anlamiyla donemli oimamiasii

islevsel etkinlik 1511rcumn arkaplany - J¥ice” _ g
olmasimdan dotayl (P) dcgerlt.rmm cok yu_

iginde tepki vermef-.te gec:krncmd:r
etkenlen dikkate alam]\, ay!url

saptanmugtir. Béylece itkin fNIRS ;sareilenm 30 25¢ iz
arahginda  Snsiizgegledik. - Onsiizgeclemenin™ iyile _ﬂmcn
etkisini, Sekil 2'de, kestirilen periyoda ait hesapla.n:m
degeri profilinin artmasinda gizlemlemekteyiz.
Deneysel protokal ardisik sekiz oturumdan nlustugu_ o
L3PE algoritmasint her bir fNIRS igaretinin- her bir ofususau
igin ayn ayn uygulamaya karar verdik. Buna— gt
onsiizgeglenmig bir igaret igin sekiz aday dénem degeri
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bulunabilir. Diger bir deyisle, verili bir denege ait her bir
algilayieidan sekiz dénem kestirimi hesaplanabilir. Denekler-
arast ve alglayicdar-arast degisimieri aragtmak igin, iki ayn
nicelik hesapladik: (i) Belirli bir algilayict igin kabul edilebilir
biitiin kestirimler ve biitiin denekler ilzerinden ortalama

dénem Py gek) k = 1,..,16 5 (i) Belirli bir denek icin
kabul edilebilir bitin kestirimler ve biitin algilayieiar
iizerinden ortalama dénem P, (1),! =1,...5 . Bu niceliklerin

grafikleri geyrek kiitleyi gdsteren qubuklarla birlikte Sekil 3'te
gosterilmigtir,

4. Tartigma ve Sonuglar

Bu galigmada, INIRS yardimiyla beyindeki bilissel etkinligin
giizienebilecefi  savimin  saglamasint  yaptik, Deneysel
protokollerin gogu, neredeyse dénemli uyaran iceren bilissel
gorevler dizisinden olusur. Benzer bir protokol altinda ahinan
INIRS digiimlerinin protokoldeki dénemliligi yansitteging
gézlemledik. Gergekten de kestirilen dénemler, hedef sunum
arahiklariyln ayar erimde, (35,45) Grnek ya da (20.5,26.5)
saniye eriminde gikmaktadir, Aykin kestirimler elendikten
sonra diinem Xestirimlerinin biltiin alpilayicilar ve denekler
igin tatarh olduga Sekil 3'ten gorilebilir. Alglaycilarn
genis beyin alanlariedan dleiim almalarindar ve buna kargit
olarak tepkilerin son derece yerei olabileceginden dolayt,
biltiin algilayierlarin hemodinamik yamiti ayni dleiide dogru
vermesi heklenmemelidir. Ornegin, arteryel bir damarin
yakinindaki bir algilayicidan alinan bir §lglim daha plvenilir
ve belirgin olabilir. Algilayierdan algilayiciya ve denekten
denefe degisen kabul edilemez kestirimlerin varlifi, bu
kestirimlerle iliskili algilayicilarda ve oturumlarda yalnizea
arkaplanin 6lgiildiiziing géstermektedir. Bu baglamda, INIRS
isaretlerine uygulanan donemlilik kestirimi algilayier ve
deneklerin elenmesinde kullanabiliv [2]. Diiséik dénemlilik
giiven degerleri veren algilayicv/dencklerin biligsel etkinlige
dair bilgi saglamadifi diigiiniilmektedir.
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C)zetqe

El imgelerine dayal bir kimlik tanitama sistemni geligtirtimigtir,
Kisilerin sol elleri herhangi bir poz kisatt uygulanmaksizin bir
renkli tarayict aracthfiyla elde edilmis olup ve gikanlan el
sekilled tiim ele ve teker teker parmakdara uygulanan dteleme ve
dindlrme isiemleriyle standart konumlara gakegtinlmugtir,
Tamlama igin gekil imgelerinin bafimsiz bilesen oznitelikleri
kullanulmg ve sunflama baganmlarn en az yiiz dreklik gruplarda
uygulanabilecek kadar yiiksek bulunrmustur,

Abstract

A system has been developed for person identification based on
hand images, The images of the left hand of the subjects are
captured by a flatbed scanner in an unconstrained pose. The
sithouettes of hands are registered to a fixed pose, which
tnvolves both rotation and transiation of the hand and,
separately, of the individual fingers. Independent component
features of the hand sithouette images are used for recognition,
The classification parformance is found to be very satisfactory
and it is shown that, at least for groups of ene hundred subjects,
hand-based recognition becomes a viable and secure access
contro} scheme.

1. Girig

Biyometri-teknolojileri, kigileri tansmak i¢in denekleria Aziksel
ve davramgsal zelliklerini  kullar, Biyometrik tantlama
sisternferinde  yayginea  kullanilan  fiziksel  &znitelikler yiiz
tiznitelikleri, parmak izleri, iris ve retina taramalar, el ve parmak
geometrileridir; ses izlen, imza, viicut hareketled gibi tzellikler
ise davramgsal olarak simflandinlabilir,

Biz, bu ¢alhgmada, kisive dzgil el sekillerinin, ¢esitli girig
kontrolii sistemlerinde kolayca uygulanabilecek, basit ve tutarl
bir secenek oldufunu varsayarak sadece el sekillerine dayalt bir
tadlama ybntemi geligtirdik, Yiiz islemede sikga karsilasilan

poz, imklandirma ve ifade degigimieri: veya sese dayalt tamma.

uygutamalarmdaki gevresel etkenler ve sinyal kansimlan gibi
sorunlar tanima bagarinung olumsuz yénde etkilemektedir, Oysa
el imgeleri, standart bir tarayict aracihifiyla, bu tarz kisitlamalara
maruz kalmadan elde edilebilmekie, bu ydnliyle diigitk maliyet
ve bellek gereksinimli, basit arayiizli bir biyometrik segenek
olarak karsimiza gikmaktadir.

0-7803-8318-4104/820.0002004 IEEE

Literatiirde yer alan, bundan Snceki ele dayali tamlama
yontemleri gegitli el ozniteliklerini ve/veyn aya izi bilgisini
kullanmuslardir, Ornegia, [10], [8] ve [6]'daki yazarlar, el
gevrillerinden gikardiklar, parmak uzunlufu, genigligi, aya
biiylikliigl, ayamn parmaklara gbre geniglik orant gibi belli bazi
geometrik dlgiileri kullamp, bunlan tantma evresinde Oklit veya
Hamming uzakliklariyla kargtlastirmuslardir, [4) ve [1§} gibi
galismalarda ise dzellikle aya izlerine Gnem verilmiy, izler, hayat
ve kalp cizgilerine gire kaydedilip, diz ¢izgi yaklagtirmalarina
dayanilarak kyyaslanmigtir.

Biz ise bu galiymada, kist tamma igin sadece elin gekil
bilgisini kullaniyoruz, Elde edilen ham imgeleri ilk dnce
kapsamlt bir Sniglemeyle b8litliyor ve standart bir duruga
getiriyoruz. Bu evrede, titm eli, ve tizellikle ayn ayr1 parmaklari
dneeden belirlenmiy yonlere getirdikien sonra, elde edilen
cakiguinimig sekil imgelerinden ayint edici 9znitelikler gikanyor,
ve bunlar tamma evresinde Kargilastinyoruz.

Bildirimiz su sekilde dizenlenmistir. Bolim 2'de el
imgelerinin  béliidenmesi, bdlim 3'te ise cakisunimas
anlatilmaktadir. Cikarndlan oznitelikler, Deney diizenefi ve
tamma bagsanmlan bolim 4 ve 3'te, gikanlan varglar da bolim
6"da bahsedilmistir.

2. Elimgelerinin Boliitlenmesi

Ham tarayici imgelerine bakildifinda, ellerin boliitlenmesi basit
bir iglem gibi giriinse de, elde edilen bélitlerin dogrulugu,
yiizitk, kol saati, bilekien tasan kiyafetler ve elin tarayiciya
gerefinden fazla wveya az bastimimast gibi fakibrlerden
etkilenebiliyor. Dahasi, farkli eller arasindaki sekilsel farklann
genellikle kilcitk olmas, uygulamamn basanmuni, ¢ikanimas:
hedeflenen el gevritlerinin asit el seklinden yapacaf sapmalara
bityilk &lgiide duyarlr kibiyor. Bu noktada, renk kiimelemesinin
ardindan  uygulanan  bigimsel  diizeltmeler ve susimn
doniistimiine dayali baliitleme kullanarak, sekil dogrulufunu
yitksek tutacak sekilde, iki farkli ybntem pgelistirdik. Her iki
islemin sonunda da yiizitk gibi aksesuarlardan kaynaklanan
hatalan gidererek, el gevritlerini detayh bir sekilde elde ettik.

3. El Cevritlerinin Cakistiriimasi

Bilitlenmis ellerin gakistimlmas), ekle dayall tamma s&z
konusu oldupunda, hedeflenen biyometri uygulamasimin en
hassas ~asamasint teskil ediyor. Bu iglem, asil gekillerini
bozmadan, el &meklerinin  déndiirme  ve  Gtelemelere
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Jekil 1: 1) El cevritlerinde radyal uzaklik egrisi; b)
Parmak uglan ve vadileri

kaydedilmesini ve standart yonler esas alinarak parmak
vzamglannin  tekrar  diszenlenmesini  icermektedir. Sekil !
b.'de,aymt Kisiye ait gevritlerin, gakisuriima 6ncesi ve sonras:
iistiiste gériintlistine bakildifinda bu anfamda bir islemin geregit
daha iyl anlagilmaktadir. Harekelli bir organ olmasi dolayistyla,
parmak duruglanindan kaynaklanan bu tilr simif igi farkldikdar,
siniflar aras: farklara baskin gikabilmekte ve tanimayr basansiz
kilabilmektedir, dolayisiyla, dzniteliklerin gikarimundan nce
parmaklarin - aym  uzamglara  getiilmesi  biiyik  Snem
tagimaktadur,

3.1, Parmaklarin konumlandirilmas:

Parmak uglanm ve parmak arasi vadileri belirlemek igin, aya
bilgesinin iginden, bilege olabildifince yakin segilen bir referans
noktast esas shnmakta ve bu naktaya gore difer gevrit
acktalaniun  radyal wzakliklan  kaydedilmekiedir. Buradaki
referans noktasy, efin ana atalet ekseninin bilek ¢izgisiyle yaptif
kesigme olarak se¢ilmis olup ortaya gikan uzakhk efrisi, aranan
dokuz anatomik noktay: yerel ug degerfer olarak sergilemeXtedir.
Sekil ['de gorildigi gibi uzakhk egrisi, gevritteki giiriittiiden
etkilenmedigi igin bulenan bu ug degerler kararh bir sekilde
parmaklan kenumlandirmamiz: saglamaktadir.

3.2, Parmakiarin kaydedilmesi

Parmaklar, iki yamndaki vadi noktalarindan u¢ noktasina daha
yakin olams hizasindan kesilerek ayadan ayirlir. Sabit nirengi
noktatan olmalan bakimindan, parmak-aya baglanti eklemleri,
parmak  una ekseni lizerinde, wugtan  baslayarak parmak
szunlufusun % 120°si kadar aya iginde konumlandinlr,
Bugparmuk haricindekd dért parmak igin bulunan bu eklem
aoktalan, elin biltiiniiniin biyiiklagi ve uzamg: hakkiada dnemli
bir tlgiit teskil etmektedir. {saret parmagh ve serge parmak eklem
noktalanm  birlestiren, eklem gizgisi olarak adlandirdifimuz
dofru pargas: bundan sonraki gakestirma islemlerinde ana rolil
oynamaktachr, Pasmaklann ve tium elin wzamg agilar, bu
Gizginin uzaniy agist esas alnarak belienmekte ve gerekli
dteleme ve déndirme islemleri yine bu gizginin uzunlufu ve
uzanigi mfinda gerceklestirilmektedir, Parmak uzaniy agilam,
ayadan aywdiktan sonra bulunan atalet eksenleriyle bulunur ve
parmaklar, uwzams aglan, Snceden belirlenen, parmaga Gzel
ortalama uzams aqsiyla Briligecek  sekilde, eklem nokiast
etrafinda dindiiriiliir. Bu agzmada bagparmak, tarayict diizfemi
bzerinde iki farkll ekleme gtre dnha dinamik bir hareketliiik
sergilemesi bakimindan ayr olarak ele almmakiadie. Buradaki
iki eklemnli dénme hareketliligi, tek bir dénme ve dtelemenin
katisimu  olarak  modellenir. Dolayisiyla,  basparmaklar
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Sekil 2: a) Parmaklarim ayadan ayinhsi, parmak eksenled,
parmak eklem noktalan ve eklem gizgisinin tanimu; Aym
kigiye ait, iistiiste ¢izilmis el ¢evritleri: b) Cakijtirmadan

tnee, c) Cakistirmadan sonra

uzunluklanyla buluman -eklem noktalan etafiada bir kez
dondirilditkten sonra, yine eklem cizgisi referans alinarak
saptanan, sabit ikinci bir noklayn dojru otelenir. Bu sekilde
parmak uzams ¢akigtirmast tamamlanmis olur, Bundan sonra,
elin tamam, eklem gizgi merkezi ve aqim, imge diizlemi
Ozerinde dnceden saptanmis bir nokta ve uwzanis agsivia
oriiigecek sekilde Gtelenip dbndiriiliic ve bédylece elin konumsal
ve uzanigsal gakigtirmas) tamamianms ofur,

Bundan sonra ikinci bir diizeltme bilek kisminda yapilir,
clinkil bolitlenmiy imgelerde kayafetlerin ayaya dogru tagmast,
bilekten itibaren kolun uzamisimin ve tarayiciya uygulanan
baskinin farkly olabilmesi imgelerde defisik bilek yapilan oraya
gikarabilmektedir. Bu anlamdaki déizensizlikleri gidermek igin,
gevritteki bilek egrisini Euler yay egrilerini kullanarak tekrar
iretmek veya aya bolgesini bilek kisnuna yakin bir hizadan
kesmek gibi yontemler kullandik,

4. Cikanlan Oznitelikler ve Tamma

Bir biyometri uygulamast icin elde edilen gakistinliug el
sekillerinden farkll ySntemlerle Sznitelikler (ikarilabilir, Yakin
zamanda, Bafimsiz Bilesenler Aralizi (ICA), impge islemede




+ A(l.2)= et AENx

ICA1 matodunda i, elin znitalik vaktsrl: a; =[Af.1), AlL2), ... AGN]

* P2 .. = B(N)

x PLLl) +

ICA2 metodunda i, abin &znitalik vaktér: 5, =[F(14), B4, ...Aov]

Fekil 3 1CA el riintiileri: a) ICA] eller; b) ICA2 elleri.

givenilir bir 8znitelik gikarma teknigl olarak, yiiz tanima gibi
problemlerde kullanrlagelmistir. Bizim durymumuzda her ne
kadar kullamlacak gekil imgeleri, ikili el siluetier seklindeyse
de, ICA ile tamimada gri seviyesi de devreye sokulabilir.

Bafimsiz Bilesenler Analizi herhangi bir karigrm icinden
istatistiksel anlamda bagimsiz degiskenled ¢ikarmaya yarayan
bir tckniktir. Bu metotta, gozlenen K uzunlufundaki karisim
sinyalleri x(k) (i = 1...N, kX = 1....K), aym uzunlukta ve
sayidakt s(k) (i = I,..N, k = I,..K} kaynok bagimsiz
bilesenlerinin NxN'lik bir A matrisiyle dogrusal katgimy olarak
kabul edilir. Burada, x, ve s; sinyalleri ait olduklam NxK
bitylikliiglindeki X ve § matrislerinin saurlannda yer alacak
sekilde, kullamlan model

X=AS {(
seklindedir. Bu modele giire §’deki bagimsiz kaynaklar ve onlan
kaugtiran ~ A'doki  katsayilar, Y=WX matrisinin  saurlan
arasindaki istatistiksel bagimsizlift enbiiyiiten bir W dinéisimi
bulunarak kestiritir. Béyle bir déntistimi bulmak igin, Y'deki
giktilar  arast  ba@imsizlifis, onlann negentropisi  cinsinden
modelleyen fastiCA yordam kullanilmakta ve sonugta kaynaklar
ve katisim matrisi su sekilde kestirilir:

S=Y=WX (2)
A=w" )
Aymt model esas  alinarak, gikarmas:  hedeflenen

teniteliklerin segimine gbre [CA] ve ICAZ diye adlandmlan iki
farkh uygulama yapisi gize carpmaktadir. Bunlardan ilkinde her
x; sinyali yani X malrisinin her saun, i. el imgesinin bir boyuita
dizilmis piksel degerleri seklinde dizenlenir. Bu durumda,
200x200°1iik bir imge diisiinildiginde bu sinyuller, ayngtirma
sonunda ortaya cikan §, kaynak imgeleri gibi K = 40000
vzunfugunda olacaktr. Bu durumda her bir xi'yi, bagimsiz
kaynaklarin farkls bir katisimu olarak ifade eden, i. kisiye ait N
boyutlu 8znitelik vektdril, katisim kasayilan halinde A'nin i,
saimnda  yer -alacakur. Tanmma  evresinde gelen  (IxK)
boyuundaki yeni bir x,, imgesi aym katisim  modelini

izleyecei  varsayimiyla  needen belirlenmiy  bagimsiz
bilegenlere izdiisiiriilir ve
_ GT (GQT -1
a!esr -xmrs (SS ) “

seklinde elde edilen izdisiim katsayilam  vektdrii  editim
asamasinda  beliclenmis  Gzniteliklerle karsibasterthr, L1

uzaklifna ghre en yakin olan &znitelik vektdringin ait oldugu
kist, tanmacak olan test imgesinin kimliji olarak belirlenir:

N
i* = arg min Z|a,.|j - am,.j| (5)
i j=l

Ikinci yapida ise izlenen model aym olmakla beraber,
gtkanlacak Gzniteliklerin karigim matrisi A yerine kaynak matrisi
§'de olmast ve dolaysiyla birbirlerinden bagimsiz olmalan
ptizetilmekiedir, bu durumda x; kansim sinyalleri, i. imgenin
piksel defierferi seklinde degil, i. pikselin farkli imgelerde aldin
defierler  geklinde  digliniilmektedir.  Yani, @nceki yapida
kullawlan X matrisi yerine, onun devrigi olan X', kangim
matrisi olarak sisteme sokulur, Fakat, bu noktada ayni imge
boyutu (K=200x200) diisiinlldiiginde aynsunlacak kansimlann
sayist ok fazla olacafindan, bir Snisleme olarak, Ana Bilesenler
Analizi (PCA) ile boyut indirgeme gerekmektedir, yani X7
yerine, X" nin, kendi kovaryanss matrisinin ilk N (N<<K)
Szvektdril Uzerine izdisomi, yeni kan§im matrisi olarak kabul
edilir. KxK boyutundaki C=X"X've ait itk N tzdegere {A, > A,
2.2 Ay] karsihk gelen bu dzvekisrler [uy, ua,..uy) ise Tekil
Deger Aynstirma (SVD} Teoremine gére daha kiiglik olan NxN
boyutundaki D=XX" matrisinin {¥1. va... vy} Gzvektérlerinden

n, =1/ /X"y,

seklinde bulunabilir. Bu yontemle gikanian K boyutlu N ane
{vy, v1,..uy ] Szvektdrler Utnun siitunlarinda yer alacak sekilde

&

X=U'X"=V'XX" =RX’ M
doniigiimiiyle elde edilen boyut indirgenmis NxN'lik yeni
kangim matrisi nceki yapidaki gibi bagimsiz bilesenlerine
aynsunlr. Kargiklk  yaratmamasi igin piksel kaynaklanng
banndiran bagimsiz bilesenler matrisi bu yapida P diye ifade
edilmekte ve bu matrisin 1. siitunu i. Ksinin znitelik vekisriinii
teskil etmektedir. Tamma evresinde gelen (1xK) boyutundaki
yeni bir X, imgesi ilk dnce Rx," olarak boyut indirgendikien
sonra efitim agamasinda bulunan katpm matrisinin tersiyle
carpilir, bu sekilde bulunan

- T
pl!ﬂ - WRxm'f

(8)

vekuirl Snceden belirlenimis Gznitelik vektorleriyle karsilagtirts
ve aradaki agimin kesiniisiini enbilyliten vekidriin ait oldugu kisi,
taninacak olan test imgesinin kimlizi olarak belirlenir:




Tablp I! Kiime bityiikligiine gére dofru tamma basanimlar:

ICA1 ICA2

Kiime a
wiyiggs | 20 | 0 | 91 | 20 | so | m
Pestekli | oo 0 | 0485 | 93.77 | 9792 | 97.33 | 96.80

efitim .
Pe:gllli | o793 | 96.00 | 94.87 | 98.54 | o881 | 08.53

efiitim

. D, *p
. % = arg max} —-— (9
f pi ple.ﬂ

Her iki yapiun da sematik gosterimi ve gikanlan ICA el
oriintiileri Sekil 3"eki gibidir.

5. Deney Sonucglari

Kullandifamiz, el vesi tabam, 91 Farklt kisinin sol ellerinden
alinmes  loplamda 273  adet imgeden olusmaktadir [2].
1754x1276 boyutundaki bu imgeler 150 dpi ¢tziiniirliskte, bir
HP Scanjet 5300c tarayicr ile elde edilmis olup, tarama
esnasinda drneklerin parmak wzamglarma veya kullandiklan
aksesuarlara herhangi bir usu getirilmemistir. Bu sekilde,
kigiler, iy farkh zamanda alinmus el imgeler ile 91'lik A, B, C
diye adlandirdigmez ¢ kiimeyi olugturmaktadir,

Kigi tanima deneyler, ilk once, gakistindms el imgeleri
kullantlarak, 91 insan iginden 20, 50 ve 91'lik alt kiimeler
seklinde, iig farkll nifustaki pruplar Gzerinde yapilmgtir,
Buradaki farkll kiime niifuslan rasgele secilen altkiimelerin
kullamimuyla, tanima baganmunin veri tabanindaki kisi sayisiyla
nast] degistigini gdrmemizi saglamaktadir.

fkinct olarak, sistem, Gfrenme kiimesinin niceliine gora
baganim test etmek amactyla, her kisiye ait tekli ve ikili kaystlar
bzerinde ayri ayn egitilmigtir. Tekli kiime deneylerinde
kullasulan test ve 6renme kitmeleri [(A,B), (B.A), (A,C), (C,A),
(B,C), (CB)} seklinde, gifililerde ise {(A, BC), (B, AC), (C,
AB}} seklindedir. Sonug olarak, Tablo I'de veriien tamima
baganimlart farkll egitim ve test kUmesi deneyleri iizerinden
ortalama alinarak elde edilmistir. Bu sonuglara gare, 100 kisiyi
bulan durumlarda, el sekline dayali tanilama iglemi gayet baganl
gizitkmekiedir.

6. Vargilar

Bu ¢ahgmada gistermis olduk ki, el sekilleri, bir kisi tamma
uygulamas: igin, yiiz tanimada oldugu gibi aydinlama ifade ve
aksesuar gibi faktirlere karst bafiskll olmastyla, niifusun
100"En @stiine puktif durumlarda bile gok uygun bir secenck
olmaktadir. Fakat buradaki baganim biiyiik dlgiide el sekillerinin
dogru belirlenip gakisterlmasina baghdue,

Anlatilanlann diginda, sekilleri temsil etmek igin Eksenel
Radyal Donilgiim (Axia! Radial Transform), Szniteliklerin
gtkanm igin Cekirdeksel Ana Bilesenler ve Dogrusal Ayrtag
Analizleri, el galagurman iginse AKIiF Sekil Modelleri gibi baska

Ln

L

secenekler denenmektedir, Calismada kulianilan Smeklerin sol
ellerinin yam sira saf eflerin basanma etkisi aragtinlacak, gok
daha fazla nitfuslu kiimelerde deneyler yapilacakur, Ayrica sekil
bilgisinin  yaminda  doku  bilgisinin  de  kullamilmas:
planlanmaktadar.
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Abstract:

The potential of hand-shape and hand-texture based biometry is investigated and algorithms are
developed. Feature extraction stage is preceded by meticulous registration of the deformable shape of
the hand. Alternative features addressing hand shape and hand texture are investigated. Independent
component analysis features prove to be the best performing in the identification and verification
tasks. It is shown that hand biometric devices can be built that perform reliably for a population of at
least one thousand.

Keywords: Biometry, Identification and verification. Principal component analysis and independent
component analysis. Registration for deformable shapes. Distance transform,

1. INTRODUCTION

Among a numnber of biometric features that are used for frequent human identification tasks,
hand shape and hand shape-based biometry is an emerging new technique, with certain
advantages over the more established competitor techniques. Human hand data acquisition is
tess cumbersome, user-friendlier. Furthermore it is much less susceptible to intrinsic
variations and environmental artifacts [1]. In contrast, fingerprint acquisition is usually
assoctated for criminal identification, and is therefore psychologically disturbing. Iris and
- retinal scans require sophisticated, expensive and more intrusive acquisition systems. Though
these alternative techniques have cousiderable discriminative power, users may not be too
keen employ them for daily access control or verification in e-commerce applications.
Systems relying on human face or voice identification are more established at present and
seem user-friendlier, but suffer from intra-class variations and background/noise elimination
problems. Pose, expression and illumination artifacts affect face recognition, while voice
recognition is prey to health and/or emotional state of the speaker. However, both face and
voice recognition still remains as a very active research area. All in all, hand-based
identification/verification systems provide an attractive and growing alternative biometric
scheme [2]. '

There have been a number of previous studies investigating hand-based biometry. Some of
these schemes rely solely on geometrical features, others use hand silhouette shape with or
without geometric features, still others use extracted palm print lines, and finally there are
approaches that combine palm lines with hand shape.

" This work was supported by the Bogazici University Research Fund 03A203 and TUBITAK Preject 102E027.




Schemes that utilize geometrical features of the hand focus on such characteristics as widths
of fingers at articulations, finger and palm lengths, finger deviations and the angles of the
inter-finger valleys with the horizontal [3, 4, 5, 6]. The number of features varied typically, in
the range of 20 to 30, and the acquisition styles also differ, in that some necessitate pegs to
position fingers while others were peg-free. These schemes have the advantage that the
features are local, and hence accurate hand registration @fd normalization are not needed.
Oden et al. [7] used jointly finger shape information and geometric features. The shape
information of the individual fingers (but not the whole hand) was extracted via implicit
polynomials and the geometric features were joined at the feature fusion stage.

There is also increasing research on palm print-based identification/verification systems. One
challenging problem with the palm print is the extraction of features such as line structures
from the palm print image. For that reason, most of the proposed algorithms [8], [9], [10]
require ink markings for obtaining enhanced palm print images. On the other hand, Zhan [8,
11] uses a special scanning system to automatically extract the palm curves from high-quality
and well-aligned palm print images. The verification algorithm proposed by Han et al. [12]
does not require peg or ink usage, and the palm print features. The extracted features via
Sobel and some morphological operators are used with template matching and a back-
propagation neural network to determine palm print similarity between hands. In Kong et al.
[[3] 2-D Gabor filters are implemented to obtain texture information and two palm print
images are compared in terms of their hamming distance.

It is possible to use both hand geometry and palm print information, Kumar et al. [14] have
proposed an approach based on the integration of hand geometry features to hand-based
verification. They developed a system where the palm gray level information is fused with the
geometrical features of the hand.

In this work we propose a novel hand-based biometric system. The originality of our work
resides in two aspects, Our first contribution is the development of a very accurate hand
normalization scheme, whereby hand images captured in arbitrary postures are brought to
standard finger orientations and overall pose. Such a hand normalization allows the
consideration of global features and increases the capacity of the system significantly, that is
the size of the subject population correctly identified. As a second contribution, we consider
global appearance-based features of the hands for identification and verification tasks. Two
of these features are data-driven statistical features, such as principal component analysis and
independent compoenent analysis features, and two of them are general features, such as axial
radial transform and distance transform. We extract these features either from pure shape
information or from the hand texture plus shape information, and we investigate their
biometric impact. Finally the size of the enrollment in our work exceeds the populations used
in the literature by almost an order of magnitudes. As a byproduct, we have analyzed the
similarities between the right and left hands of people, since we capture both of them.

The paper is organized as follows. In Section 2, the segmentation of hand images from its
background and the various normalization steps for the deformable hand images aré given.
Section 3 describes the features we extract from the normalized hand silhouettes and textures.
The experimental setup and the classification results are discussed in Section 4 and
conclusions are drawn in Section 5.

2. HAND NORMALIZATION

3]



The normalization of hands is of paramount importance for any verification and identification
task. This is because the difference between appearance-based features of a hand in different
postures, as in Fig. 1, by far exceeds the difference between those features between hands
belonging to different subjects. The normalization task involves several consecutive
processing steps, namely, segmentation of the hand image from the background, hand rotation
and translation, finding the finger axes and tips, removal of ring artifacts, completion of the
wrist, estimation of finger pivots (metacarpal-phalanx joints), rotation and translation of

fingers to standard orientations. These steps are pictured in the block diagram in Fig. 2 and
are described below.

Fig. 1: Images of the left hand of a subject in different postures
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Fig. 2: Processing steps for hand normalization: a) Original hand image; b) Segmented hand
image; ¢) INumination corrected hand image (ring removed); d) Gray-scale, texture enhanced




hand image; e) Determination of finger tips and valleys; ) Initial global registration by
translation and rotation: Middle finger length and palm width for hand image scaling and
derivation of the metacarpal pivots; g} Superposed contours taken from different sessions of
the same individual with rigid hand registration only; h) Superposed contours taken from
different sessions of the same individual after finger orientation normalization; i) Final gray-
scale, normalized hand with cosine-attenuated wrist.

2.1 Hand segmentation

Image capturing devices (scanner or digital camera) yield basically a two-class image, with
hand texture in the foreground and a darker background. We start with the two-class K-means
clustering algorithm, followed by morphological operators to fill in holes and remove isolated
foreground debris [15]. Thus size filtering is applied on the connected components of the
image to remove spurious components in the background, and then repeat this operation on
the video reverse image to remove background holes in the hand region. These two steps
satisfactorily separate and extract the hand from the background. Finally we apply a “ring
artifact removal” algorithm [16] to correct for any straights or isthmuses caused by the
presence of rings. The outcome is a binary image corresponding to the silhouette of the hand.
(Fig. 2.ato 2.d). '

2.2 Initial hand registration

Hand images are first subjected to a global rotation and transiation. This coarse registration
involves translation of the centroid of the binary hand mass and its rotation in the direction of
the larger eigenvector of the inertia matrix [17]. The inertia matrix can be envisioned as an
ellipse fitted to the connected component of the hand object, where the larger eigenvalue
determines the hand orientation and corresponds to the major axis of the ellipse. The sign
ambiguity in the resulting eigenvector, that is the problem of the sense of rotation, is resolved
by considering the relative shift in the centroid of the eroded hand image, since loss of mass
would be more rapid in the portion of fingers.

2.3 Finger tips and valleys

Hand extremities, that is the finger tips and the finger valleys form fiduciary landmarks. A
robust method to extract these contour extremities consists in computing the radial distances
with respect to a reference point around the wrist region. This reference point can be taken as
the first intersection point of the major axis (the larger eigenvector of the inertial matrix) with
the wrist line. The resulting sequence of radial distances yields minima and maxima
corresponding to the sought extremum points. Since the resulting extrema are very stable, the
definition of the five maxima (fingertips) and of the four minima are not easily affected by
segmentation artifacts on the contour, The radial distance function and a typical hand contour
with extremities marked on it are given in Fig, 2.e,

2.4 Wrist completion

The hand contours in the wrist region can be irregular and noisy due to clothing occlusion or
due to the different angles that the forearm can make with the platen, and due to the varying
pressure exerted on the imaging device. These factors generate different wrist contours in
every session, which can adversely affect the recognition rate. In order to create consistently




a smooth wrist contour for every hand image we tried two approaches to synthesize a wrist
boundary. The first approach is a curve completion algorithm called the Euler spiral [18, 16].
In the second approach, the hand was guillotined at some latitude, that is, a straight line
connected the two sides of the palm. It turned out that tapering off the wrist region with a
cosinusoidal window starting from the half distance between the pivot line and the wrist line
was the most effective approach in appearance-based recognition and verification tasks (Fig.
2.1). In this operation the wrist line is defined as the horizontal line passing through the
estimated thumb pivot on the globally rotated hand image. :

2.5 Finger Pivots

As a deformable organ, hand can exhibit a large range of variations due different orientations
of fingers. Thus, even after the re-positioning of the hand along its principal orientation axis
and on its center of mass, matching scores between hands of the same person captured in
different sessions still remains low if the fingers are not exactly aligned. In this context, the
posture normalization of the hands consists of reorientation of fingers along predetermined
directions and around their metacarpal-phalanx pivots or finger pivots.

Notice that the finger pivots are located inside the palm at the knuckle positions, and are not
directly observable. The accurate estimate of these pivots is crucial for reliable finger pose
registration. For this purpose we use two pieces of information: first, we know that the pivot
must lie on the finger principal axis, which in tumn is given by the major eigenvector of the
finger’s inertial matrix [17]. Secondly, hand anatomy suggests that, once a prototypical hand
with correct pivot locations has been established, the pivots of other hands can be
approximated fairly accurately by a scaling transformation.

Let X, o | =1,...,3 denote the accurately known pivot coordinates of the fingers of a hand,

called the proto-hand. When these coordinates are subjected to a scaling transformation based
on the actual size measurement of the hand, we obtain x Finally, each finger pivot is

1scufe *

separately corrected as detailed below, yielding x, ., and hopefully, x X for each

: £33
iactual 1brue

finger index i. Thus the pivot updates go through the modifications x _ —x X

—
prote svale “Factuat
we» and where the finger indices / have been

omitted for simplicity. We use the finger valley between middle and ring fingers as a reliable
and easy computable coordinate origin of the actual hand, and denote it as, x,_ . In Fig. 3 we

which are successive steps to approximate x

mark generically a finger tip and a true (but hidden) pivot point with F and T =x
respectively. The two stages for the estimation of finger pivots are as foilows:

true ?

Scaling transformation of prototypical pivots:

The positions of the proto-pivots are adapted using the size information of the actual hand
and this is realized by a linear transformation X, =SX,,, +%

" proto

where S is a scaling

ref 0
transformation. The most reliable hand scale data, with the smallest intra-class spread, is
obtained as the length of middle finger (tip-to-valley) and the mean width of the palm, as
illustrated in Fig. 2.g. Both of these dimensions can be measured accurately, and they give
the notion of the longitudinal and latitudinal scale of the hand. The transform coefficients in
the diagonal of the matrix, S, are given by the ratio of the lengths, /, of the actually measured
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and prototypical middle fingers, that is, 5, =—".  and the ratio of the respective palm
[,'Jrum )
; W
widths, w, S,, = —u
‘wpmm

Per finger correction of pivots:

The estimated pivots found after scaling transformation may not fall right on the actual finger
axis, that is, x__, =X, . Though the true pivot is not directly observable, an indication of a

avele

possible mismaich is given by the fact that x does not lie on the finger axis. A trivial

seule

solution would be to project x orthogonally onto the finger axis, as illustrated in Fig 3.a.

Figure 3.a shows the projections of x

scale

onto fingers axis in two different orientations,

scale

yielding respectively, estimates 2 =x'_, and P, =x._ ., (Notice that the position x

aclidi ]n

sealy

~this figure is shown grossly in error vis-d-vis x,,, for illustration purposes). The point we

want to make is that this first order approximation via orthogonal projection does not always
lead to satisfactory solution especially when there exist large finger orientation variations
among different imaging sessions. What we are seeking is a projection from x onto the

sealy

finger axis that causes the least variation in the tip-to-pivot (F-to-x_,,, ) length estimate of the

finger. Under the assumption that the fingers can sway between the extreme angles o =a,,,

and @, =a,, [19] with uniform distribution (angles are measured with respect to the

horizontal line as shown in Fig. 3, we can find the projection angle [ (not necessarily
orthogonal) (see Figure 3.b) that minimizes the variance in the estimate of the /errgt/h when the
finger is allowed to sway between its extreme postures.
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Fig.3:a) x

projected orthogonally onto two instances of finger axes resulting in different

soafe
amounts of error; b) Geometry to determine projection angle £ to minimize tip-to-pivot
length estimation error. The palm horizontal line becomes a reference for the angle
measurement, and it is the horizontal line passing through the scaled pivot on the globally
rotated hand image.

In Figure 3.b the sector (oyen, Grign ), Within which the finger can sway with respect to the

palm, is indicated with shading. We seek a projection angle 8 for x onto the observed

yeale

finger axis, such that the variance of the estimated finger length can be minimized. The finger

length is estimated to be lF xmm,l = |Fx, |, as measured from the projected pivot x_,, to
the finger tip F. In Appendix A we show that the variance-minimizing projection angle is
T _arlgilf -a.'u

it
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2.6 Enhancement of Texture Component

The appearance data has two components: hand shape, as given by its silhouette, and hand
texture. We intend to base hand biometric information not only on the global shapé of the
hand, but also on its texture, The hand texture is constituted by the wrinkles and crevices in
the palm as well as at and around the finger articulations. The inclusion of the hand texture
information demands a number of preprocessing steps. First, we render the hand
monochromatic by choosing the principal component color with the largest variance. Second,
we compensate for the artifacts due to the nonuniform pressure of the hand applied on the
platen of the imaging device, which causes spurious gray-level variations due to withdrawal




of the blood from capillaries. An example of this pressure artifact can be observed around the
thumb metacarpal mount on the palm. These artifacts are typically low-pass in that they form
gross whitish blobs, hence can be easily removed by high-pass filtering. In particular, since on
any scan line we search for jump features {palm lines) at relatively higher frequencies, we can
extract them by high-pass filtering (Fig. 2.c and 2.d). The image was smoothed with a
Gaussian kernel (kemel window size is 20x20 and filter aperture, standard deviation of
Gaussian, i5 o = 5) and subtracted from the original image. Thus these two steps of choosing

principal component color and then its high-pass filtering constitute the color normalization of
the hand.

2.7. Texture Blending with Finger Registration

If texture is to be used as a discriminating feature, one must compensate for the plastic
deformation of the knuckle region of the palm ensuing from each finger’s rotation around its

metacarpal joint, the x_, ., pivot discussed in Section 2.5. In other words, the texture around

the pivot of a rotated finger should be carefully blended with the palm region, from which it
was extracted. Since the pivot is some 20% of the finger’s length inside the palm (Fig. 4), the
whole 120% of the finger segment is extracted (100% visible finger + 20% inside the palm),
rotated and re-attached using texture blending. Fig. 4 illustrates attachments of the finger to
the palm without texture blending and with texture blending.

The texture blending is effected by a linear combination of the pixel value of the rotated
finger and the palm pixel at the corresponding position. The combiner ratio favors palm pixel
if the position is deep inside the palm as it will be less subject to rotation. In contrast, it favors
finger pixel if it is close to the phalanx. The weights are constituted as distance proportions,
where the distances are the corresponding closest distances to the boundaries (Geometry
illustrated in Fig. 4). A pixel position, (i, /), common to both finger and palm regions, has
the blended intensity:

'{h.'cnd (I’ JI) = ‘vﬁllgcr’ (i’ -j)jﬁn;,'#r (i’ Jl) + 1Vp.ul'alﬂ' (i’ j)lpm'm (i’ j)
where the weights are defined as:

e O1) g (1) =Sl
[ .. alm L P PR .
d_,’ingcr (I’ J ) + dpai'm (l’ .]) ! dﬁru:ur (1 1t ) + dpai'm (I,_] )

“{ﬁn;:cr (i’ J“) =

such that o, . (i,j) and &, (i,]) are thé closest distances of (i,j)’th pixe! to the boundary
of the finger and palm segments, respectively. (See inset in Fig, 4).




Fig. 4: a) Color normalized and high-pass filtered hand with original pose; thin white
borderlines indicate extracted fingers with their extensions inwards the palm. b) Palm and a
rotated finger (index) before blending, ¢) Superposed contours of the palm and of the index
finger. Their common region is shown shaded. d) Finger registered Hand with finger
registered to the standard orientation and attached with texture blending,
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Fig. 5: a) Various hands in the database, some with rings. b) The registered hands with color

normalized texture. ¢) Details of the central portion of the palm texture. d) The 100x100 pixel
excerpt from the palm region.
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In order to blend judiciously silhouette-based shape information with the texture, we scale the
texture information with a weighting factor. In other words, we adjust the contribution of the
texture .component by tuning its standard deviation, If this tuning parameter is set to 1, we
have the original hand appearance data, i.e., texture and shape (texture after color
normalization). As this parameter is reduced toward zero, we use more of the silhouette and
less of the texture. When the tuning parameter is set to zero, we rely solely on the silhouette
data and exclude all texture information.

3. FEATURE EXTRACTION

We have considered comparatively several features that extract either pure shape information
or shape information in addition to the texture information. The features that apply to shape
only are independent component analysis (ICA) features, principal component analysis (PCA)
features, axial radial transform (ART) and distance transform (DT). In a previous study, we
had considered weighted Haussdorff distance as well, but we have excluded it from the
competition as its performance falls short of ICA [16]. On the other hand, the features
extracting information from both shape and texture are the ICA, PCA and ART schemes.

3.1 Principal Component Analysis Features [20, 21]

Let us represent the hand contour vector of length 27 as z = (e, (Do {n)ec, (Dyney, (m)"
where # is the number of points of the hand contour and (¢, (i),¢,(i}) are the 2D coordinates

of the i th point on the contour. We first establish the nine fiduciary reference points, We first
establish eleven fiduciary reference points, consisting of the first and last contour elements, of
the five finger tips and the four finger valleys, and then resample the contour data in order to
guarantee correspondence between contour elements of all hands. The number of samples
between two landmark points is kept equal for all hands; hence the sampling step sizes differ
proportionally to the hand size and shape. Fig 6 gives the number of contour elements chosen

between landmarks of the hand. Notice that we exclude from the contour the horizontal line
above the wrist.

a4 M
' 44
o
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Fig. 6: The number of contour elements chosen between landmarks of the hand




The covariance matrix C of the contour vectors is constructed as
1 ¢ - - ) ..
= ~—12(zi-z)(zi-z)r using the s sample hands, and where Z is the mean contour vector.
s~14

The eigenvectors, {vf} of the covariance matrix sorted in decreasing order with respect to the
corresponding eigenvalues, {A ,.} model the variations in the training set. If V contains the M

eigenvectors corresponding to the largest eigenvalues, then any shape vector in the training
set can be approximated as z = Z+ Vb, where V =[vl Yy oo VM] is the selected eigenspace

basis set and b is the projection of shape z to this eigenspace, that is, b=V (z-7). The
vector b serves as the feature vector of length M of a hand contour in the matching stage.

Fig. 7 shows the effect of varying the first ten modes of b, one at a time. The shapes in this
figure are obtained by summing a perturbed n™ eigenvector with the mean shape vector. The
perturbations are exaggerated intentionally to make the effect of the corresponding mode
more visible. A comment is added on top of each figure inset related to the major visible

effect of eigenvalue perturbation, though especially for higher eigenvalues multiple effects
can occur.
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Fig. 7: Effect of varying the weights of the first ten eigenvectors.

3.1.b. PCA of Hand Appearance:




The hand texture information can also be expressed via the principal component analysis. We
have followed Coote’s method [21] to decouple texture information from shape. To this effect
each image is warped to make its landmarks match with those of some mean shape. Thin-
plate splines are used for image warping as in Bookstein [22]. The resulting warped texture
information is then expressed as a one-dimensional vector. Finally PCA is applied to the
texture vectors of the training hand examples to obtain modes of variation of the texture.

Let b, the projection of a hand to the shape eigenspace and b the projection of the warped

;
hand to the texture eigenspace. The vector b =|:b,, bg] serves as the feature vector of the

hand. The dimensions of both shape and texture eigenspaces are important parameters and are
optimized through experimental work. The distance between two hands are computed using a
weighted sum of squared differences of feature vector components. When matching is

performed using only shape information the distance between two feature vectors, b*and b’,
is:

D(k,l)=§;—~\/~ll=(bf b1, (la)

When matching is performed using shape and texture information together, the distance is
M 1

5 ” N E ) .
D(k,z)=2m(bﬁ-b{,.)-+z—— Y 1b)
4 [_}mf h i £ rl}‘.‘; ( B I ) (

'y . - th P Y
where {bm}]are the M-dimensional shape features of the k™ hand, {bg,} are the N-

dimensional texture features of the /" hand, and A, and A, are the i" eigenvalues obtained

from PCA of shape and texture vectors. The squared difference of each feature is divided by
the square root of the feature varjance as observed in the training set.

3.2 Independent Component Analysis Features

The Independent Component Analysis (ICA) is a technique for extracting statistically
independent variables from a mixture of them and it has found several applications in feature
extraction and person authentication tasks [23, 24]. We apply the ICA analysis tool
alternatively on binary silhouette images to extract and summarize prototypical shape
information as well as on the appearance data, which is shape plus texture.

ICA assumes that each observed hand image, {x{k),k = 1,..,K)} is a mixture of a set of ¥

unknown independent source signals s, (i=1,..,N). Here {x(k),k = 1,..,K)} results from

the lexicographic ordering of the image /(i,/} in the scene, which has a total of K pixels.

Notice also that, while in the PCA analysis we had considered images resting only within the
contours of the hand, in the case of ICA, we consider the total scene image, consisting of its
foreground and background. With xand s, (i=1,..,N) forming the rows of the NxK

matrices X and 8, respectively, we have the following mixture model;
X = AS (22)

S=Y=-WX (2b)




where A is the matrix of mixing coefficients. The ICA algorithm finds a linear transformation

S=Y=WX that minimizes the statistical dependence between the hypothesized independent
sources 5, {i=1,..,N).

There exist two possible architectures for ICA, called ICA! and ICA2 [23], depending on
whether one aims for independent basis images or for independent mixing coefficients [23].
In a previous study [16] we found that the ICA2 architecture yielded superior performance.
In the ICA2 architecture, the superposition coefficients are assumed to be independent, but
not the basis images. In this model we start with the transpose of the data matrix, XT, and
reduce its large dimensionality (typically number of pixels >> number of images or K >> N)
via a PCA stage. Thus we proceed by computing the eigenvectors of the KxI covariance

matrix Cﬂ%XTX , (actually it suffices to consider the eigenvalues of the much smaller

NxN matrix XX ) we project the data vectors onto the M (M s NV ) largest eigenvalues and
obtain the reduced data matrix X'

reduced *

using the FastICA algorithm [25] using X ... in Eq. 2b. The synthesis of a hand in the data

set from the superposition of hand “basis images” is illustrated in Fig. 8. Notice that the
columns of the estimated A matrix are the basis in of this architecture, whereas the
coefficients in the comesponding column of the estimated source matrix are the independent
weights, constituting the feature vector to be extracted.

The source and mixing coefficients are then obtained

ICA2 representation for ith hand: §i =[:§(1 i, 824, ..é(N-i)]

Fig. 8: Hand pattern synthesis using ICA?2 basis functions. a;, 1 = [,..., N denote the N basis
images, while the weighting coefficients S(n,i), i = 1,..., N for the hand i are statistically
independent.

Simitarly, whenever we want to take into account the texture of images in the ICA formalism,
we consider the image J{i,j) (foreground + background), 7, {i,j), the binary hand

rhape
silhouette (foreground set to | and background to 0), and finally 1, (i, /), the textured
image, also normalized to (0,1} interval. The image fed into the ICAZ algorithm is
L j)=T,,,. (00 )+al,,, (i), where is the tuning factor 0=a =1. Matching between
hands are performed by comparing ICA basis vectors, for example, the mean-square distance

Af .
between hands k and | becomes: D(k,!)= 2( pf - p!l J*. We have observed that increasing

the texture-to-shape ratio o , from zero to 0.2, makes the performances significantly better as
expected, since discriminative texture starts also to play a role together with the pure shape
information. However, for « beyond 0.5 we see a certain decrease in the overall
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identification rate. This can be attributed to the irrelevant skin texture other than palm prints,
which becomes to appear more for larger values of « .

The ICA2 algorithm parameters were as follows: the number of pixels in the hand images
was K = 40,000, the number of subjects was N =458, and finally the number of features, M,

used in the ICA2 architecture was 200 as it yielded the best classification result. The texture-
shape power ratio was taken as 0.2=sa < 0.5.

3.3 Angular Radial Transform Features [26]

Angular radial transform (ART) is a complex transform defined on the unit disk. The basis
functions ¥, (¢,8) are defined in polar coordinates as a product of two separable functions
along the angular and radial directions:

1 n=10

l .
Vim(,8) = 4y, ()R, (p), where 4, (8) = ——exp(jmB) and R, (p) = {,,ms(mw) I

Fig. 9 shows real parts of the ART basis functions. As can be observed from this figure, with
increasing order s, the basis functions vary more rapidly in the radial direction, whereas the
order ; expresses the variation in the angular direction.

Fig. 9: Real parts of ART basis functions.

The angular radial transform of an image f(p,8) in polar coordinates is a set of ART
coefficients {F nm} of order #» and m . These ART coefficients can be derived as follows:

2z 1
Fom = ffV,:,,,(p,B)f(p,H)dP de
00

and a set of ¥ x M ART magnitude coefficients can be used as features. Notice that, while in
shape recognition, the ART coefficients are normalized to

F00| in order to achieve scale

invariance; in our work we specifically make us of this coefficient for discriminatory size
information. After aligning the hand images and placing them in a fixed-size image plane, we
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take the center of the plane as the center of the unit disk. Furthermore, each pixel location is

converted to polar coordinates and the radial coordinate is normalized with the image size to
have a value between 0 and 1.

We compute the ART coefficients both for the sithouette (binary) hands as well as for the
shape plus texture appearance data, which includes palm and finger gray-level details.

3.4 Distance Transform Features [28]

In the shape-based retrieval of objects based on their 2D views, as proposed by Funkhouser et
al. [28] first, the distance transform (DT) -on the planar shape is calculated, and this is
followed by sampling of the DT surface with concentric circles (Fig. 10). The one-
dimensional periodic mass (say, 1 for hand region, 0 for background) on the circles is
subjected to the discrete Fourier transform (DFT) and a shape signature is obtained by
considering a selected number of low-order DFT magnitude coefficients. Thus these features
are indexed both by the circle number and DFT coefficient number. As in the case of ART
features, the center of the circles is positioned on the center of the plane. The span of radii is

constant for all hands. This feature applies obviously only to the shape information, and not
to the texture.

Figure 10.a and 10.b show the contour of a hand image and its distance transform, Figure 10.c
and 10.d show, respectively, the concentric circles drawn and the resulting profiles. Finally
Fig. [0.e illustrates the feature extraction scheme.
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Iigure 10: a, b) Contour of a hand and its distance transform defined on the plane. ¢, d)
Concentric spheres on the distance transform and extracted profiles on circles. e) Feature
extraction: DFTs of the circular profile of the distance transform function and the selected
coefficients.

4. HAND-BASED PERSON RECOGNITION and VERIFICATION PERFORMANCE

Let f, and f, be two hand images, and F, ={Fﬁk }f_l, F, ={F}.k}f lbe generic hand K-

dimensional feature vectors. The following hand distance metrics can be used: The L1 norm
of the difference of the feature vectors, the L2 norm of the difference of the feature vectors,
and the arc-cosine of the angle between feature vectors, respectively calculated as follows:

(o)
J=l- where *
¥ cos 1Sy H
%1
is the inner product notation. Thus hand distances, whether shape-based or shape plus
texture-based, are measured in terms of some norm of their feature vectors.

1= S| o )= S]Fa=E
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In identification mode, the user does not provide any identity claim, but the system must find
out the user’s identity from a database of enrolled users. For person identification task, we
measure the distance between the test feature vector, F._ and all the feature vectors

fust

F,i=1,..,N in the database belonging to N different subjects. The index of the hand giving

the minimum distance is selected as the identity of the input hand, that is7the person i* is

identified if i* = arg min {d(FW,F;)}. Notice that there could be more than one hand image
(i) : .

stored per person, consequently the number of comparisons amounts to the number of
subjects times the number of images per subject.

For a person verification task, one must differentiate the “genuine hand” from the “impostor
hands” as the user provides her hand image in support of her claimed identity. For this
purpose, the distances between the hand of the applicant and all the hands in the database are
calculated and the scores compared against a threshold. As we lower the acceptance threshold
on d(F,,,F ), the probability of detection increases at the risk of increased false alarm, that

is, of accepting an impostor as a genuine.

Table | and Fig. 11 show the experimental identification performance of various feature
types, as the number of feature components grows, while Table 2 gives the variation of.
performance scores as the population size increases. Several observations can be made. First,
all feature types benefit from an increase in dimensionality, as they start from a modest size of
40. For the population size of 458, all of them seem to have a broad peak at an around
dimension 200. Second, ICA features applied on the hand appearance data are the best among
all. This helds both in the competition between shape-only recognition and shape-plus-texture
recognition, Thirdly, as expected, the addition of texture information improves the recognition
performance. However, the improvement remains around 1% for the ICA and PCA features
and 2% for the ART feature. Finally, as in Table 2 the population size grows an order of
magnitude, from 40 to 458, alt features suffer a performance drop ranging from 1 to 3 percent.
The only exception is the ICA features on appearance data, where the performance drop is
only a meager 0.2%, which again points out to the robustness of the ICA features. These
results are obtained by averaging the performance over several randomly chosen subsets of

populations, for example, over 30 different choices of 40-tuple subsets etc., as shown in the
first row of Table 2.

Table 1: Identification performance of feature types with different number of selected
features (population size: 458)




Number of features

Feature type 40 100 200 400

ICAMsHape 94.32 97.67 98.4 97.31
ICA_appearance 95.41 98.25 . 9949 99.36
PCA_shape 96.01 96.97 97.19 97.16
PCA_appearance 96.27 97.91 97.99 97.91
ART_shape 94.18 ' 95.78 95.63 95.05
ART _appearance 95.92 : 97.38 . 97.67 97.60
Distance Transform 93.38 95.49 05.71 95.99

tdeniification performance (%)

fealure type

Figure 11: Bar graph showing the performance attainable with every feature set. Every
feature set is optimized with respect to the feature dimensions. Maximum population size is
used, i.e., 458, Gray whiskers show the region between the best performance and average
performance with each feature set.

Table 2: Identification performance of feature sets with increasing population size. (Best
feature dimension selected for each feature type)

Population size
Feature type 40 (30 random . 100 {12 random | 200 (6 random 458
experiments) gxperiments) experiments)
ICA shape 99.19 99.09 98.55 98.40
ICA_appearance 99.68 99.65 99.58 99.49
PCA _shape 98.67 98.69 08.56 97.19




PCA_appearance 99.14 08.89 98.72 97.99
ART _shape 98.72 97.78 97.00 95.78
ART _appearance 99.28 98.72 98.06 97.67
DT 99.17 08.22 96.22 85.99

Table 3 and Fig. 12 present the hand-based verification results. Table 3 gives the correct
recognition percentages as a function of population size. The main observations are parallel to
those for the identification case, namely: i) the slow performance drop with increasing
population size, ii} the superiority of the ICA features, 1iii).the less than {% contribution of
the texture component to the shape only recognition. Notice that the verification
performances seem to increase in row 2 of the Table 3. Actually, while the number of
impostors that pass through increases, the population size increase is more rapid than the
growth in the false alarm rate.

Table 3: Verification performance with feature sets with increasing population size.

(Every feature set optimized with respect to the number of selected features. (Equal
Error Rate results)

Population size
Feature type 40 100 200 458
ICA_shape 97.49 98.97 99.41 . 9945
1 person | person | person 2.5 person

ICA_appearance 97.94 98.93 59.49 99.74
PCA_shape 08.27 97.80 97.83 97.78
PCA_appearance 98.61 98.50 98.73 98.49
ART shape 98.29 97.89 97.95 97.91
ART_appearance 67.50 97.28 97.36 97.51
DT 98.31 98.03 98.08 98:34-
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Fig. 12: ROC curves of ICA2 feature sets in hand-based person verification experiments.

Since both right and left hands were measured, we computed the distribution of the distance
between the ICA feature vectors between the two hands of the same person. In Fig. 13 we
show three distributions: The plots on the left side are the ICA distances between the same
side hand (right-right or left-left) of the same subject as observed in different sessions, that is
intra-personal distances. The distribution in the middle shows the ICA distances across the
two hands of the same subject, that is right-left or left-right. Finally, the distribution on the
right is the distances between the same-side hands of different subjects, that is, inter-personal
distances. One can observe that there is considerable difference between the two hands of
people. The ensuing differences, aithough less than inter-personal differences. nevertheless is
still sufficiently large as not to enable mixed hand biometry, that is identify a subject with the
left (right) hand while enrolled with the right (left) hand.
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Fig. 13: Distance histograms: a) Intra-distances (left-to-left of the same person). b) Distances

between left and right hands of the same person. ¢) Inter-distances (between left hands of
different persons)

Since we have established that the Independent Component Analysis features yield superior
performance compared to all others, we have conducted experiments on enlarged database
solely with ICA features. Table 4 and 5 give the identification and verification performances
obtained by ICA features, when the databases is scaled up to sizes 500, 600 and 756. It is
encouraging to observe that results show that the algorithm can handle even larger databases
without any noticeable performance degradation.

Table 4: ldentification performance of ICA features with larger populations, (Best
feature dimension selected for each feature type)

Population size
Feature type 500 600 756
ICA_shape 98,73 98,80 98,85
ICA_appearance 99,53 99,61 99,63

Table 5: Verification performance of ICA features with larger populations. (Best
feature dimension selected for each feature type)




Population size
Feature type 500 600 756
ICA_shape 99,69 99,68 99,72
ICA_appearance 99,86 99,83 99 86

Finally, we compared the performance of our algorithm with the available hand identification
results in the literature. In Table 6, we describe briefly the types of features used, the
population size and the comparative performance figures. A more detailed summary of
alternative algorithms is given in a companion paper [16]. We can observe that our algorithm
outperforms all the available algorithms in the literature and its performance remains stable
over a large plateau of population sizes.

Table 6: Comparison of the identification performance of our algorithm vis-a-vis the
erfoermance of competitor algorithms in the literature.

Reference Algorithmic features Population | Performance Performance
size of competitor of our
algorithms algorithm

Reille, Avila, | Finger widths at different 20 97.0 99.70
Marcos [5] latitudes, finger and palm

heights, finger deviations and

angles of the inter-finger valleys.
Oden, Ergil and | Hand geometry via finger widths 35 95.0 . 99.68
Biike [7] at various positions, palm size

and finger geometry via fourth

degree implicit polynomials.
Bulatov, 70 98.5 99.67
Jambawalikar,
Kumar, Sethia
6]
Kumar,Wong, | Hand geometry and palmprint 100 99.1 99.63
Shen, Jain | information with decision fusion.
[14]
- 756 - 99.65

5. CONCLUSION

An algorithm has been presented for hand-based biometry in identification and recognition
tasks. The very critical importance of a proper registration that takes into account the
deformations not only in the shape but also in the texture of the hand is shown. Note that
although the hand undergoes strong processing for geometrical correction, the texture is not
affected since the transformations are rigid. The only instance when the texture might be
affected is when the fingers are rotated around their metacarpal joints. But for this case, we
use the texture interpolation and correction scheme, as detailed in Fig, 4. Several feature
schemes are comparatively evaluated, and the Independent Component Analysis features are
found to perform uniformly superior to all other features considered. The attained




performance of 99,65% correct identification, and of 99,36% EER verification for a
population of 756 subjects is very encouraging and it indicates that hand-biometric devices
can respond to the security requirements for populations of several hundreds.

The work is continuing to assess the performance in a time lapse of the order of months as
well as for even larger populations. The complementary role of hand biometry in a
multimodal is also being investigated.

APPENDIX

In this appendix we derive the optimum angle {3 that minimizes the variance of the positions

of x,,... We can simplify the geometry of the problem by shifting one of the bounding axes,

say the right one, towards the left, such that they intersect at the point 7" as shown in Fig. 5.b.
If we work with the triangle BTP, = x x™  the length estimation error becomes

acted ” mu. dotuud ¥

xaumxml for any given projection angle f. On the other hand, if we work with the triangle

BT, . the length estimation error becomes proportional to ‘T'xu'— . Notice that the line

acthal
T'x

ona’ 15 parallel to the line 7x,,) and also the two triangles are similar, hence

minimizing x 7 1S tantamount to minimizing X umm,T’ since errors calculated from

similar triangles are proportional and we are only interested in minimizing the relative error.

If we focus on the ‘random’ triangle x T', from the sine rule we have:

seile” uuuu.’

r ] L
X uctiul T _ \ruhT \ur.’n

Tl
sin 3 "sin( —a—ﬁ)=5m(c¢+ﬁ) N

where ¢ = x_, ' is a deterministic constant, which is the distance of the scaled pivot, x

auehe ?

to the leftmost position of the finger axis. With this relation we can formulate the variance of
, e ,T’Isiuﬁ

| Yncuh

sinfa+ff)

random variable a, we have:

"l
“ actrol

, as a function of f. Taking the expectations with respect to the

¢” sin’ csin 3 1

(e, -or)fsm (a+[3) (a —a)fsm(u-kﬁ)

Var{x', .. T =

actiu!

This expression does not have a closed form minimum, except for the trivial solution f = 0.
However, gradient descent schemes have shown the minimum is found at around the mean

T -

. . . (4 . .
finger orientation, ie. f§ = =, Thus we use this value of [} to update the pivot

position to x,, . and then the finger is rotated to its predetermined orientation angle with
respect to this pivot.
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