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ABSTRACT

REPRODUCIBILITY ASSESSMENT OF RESEARCH CODE
REPOSITORIES

The growth in machine learning research has not been accompanied by a corre-

sponding improvement in the reproducibility of the results. This thesis presents a novel,

fully-automated end-to-end system that evaluates the reproducibility of machine learn-

ing studies based on the content of the associated GitHub project’s Readme file. This

evaluation relies on a readme template derived from an analysis of popular repositories.

The template suggests a structure that promotes reproducibility. Our system generates

a reproducibility score for each Readme file assessed, and it employs two distinct mod-

els, one based on section classification and the other on hierarchical transformers. The

experimental outcomes indicate that the system based on section similarity outperforms

the hierarchical transformer model. Furthermore, it has a superior edge concerning ex-

plainability, as it allows for a direct correlation of the scores with the respective sections

of the Readme files. The proposed framework provides an important tool for improving

the quality of code sharing and ultimately helps to increase reproducibility in machine

learning research.
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ÖZET

ARAŞTIRMA KOD DEPOLARININ YENİDEN ÜRETİLEBİLİRLİK
DEĞERLENDİRMESİ

Makine öğrenimi araştırmalarındaki büyümeye, sonuçların tekrar üretilebilir-

liğinde buna karşılık gelen bir gelişme eşlik etmemiştir. Bu tez, ilişkili GitHub projesinin

Readme dosyasının içeriğine dayalı olarak makine öğrenmesi çalışmalarının yeniden

üretilebilirliğini değerlendiren yeni, tam otomatik bir uçtan uca sistem sunmaktadır. Bu

değerlendirme, popüler depoların analizinden türetilen bir readme şablonuna dayanmak-

tadır. Şablon, yeniden üretilebilirliği teşvik eden bir yapıyı önerir. Sistemimiz, değer-

lendirilen her Readme dosyası için bir yeniden üretilebilirlik puanı üretir ve biri bölüm

sınıflandırmasına, diğeri hiyerarşik dönüştürücülere dayanan iki farklı model kullanır.

Deneysel sonuçlar, bölüm benzerliğine dayalı sistemin hiyerarşik dönüştürücü modelin-

den daha iyi performans gösterdiğini göstermektedir. Ayrıca, skorların Readme dökü-

manlarının ilgili bölümleriyle doğrudan ilişkilendirilebilmesi açısından üstün bir açık-

lanabilirliğe sahiptir. Önerilen çerçeve, kod paylaşımının kalitesini artırmak için önemli

bir araç sunmakta ve sonuçta makine öğrenimi araştırmalarında yeniden üretilebilirliğin

arttırılmasına yardımcı olmaktadır.
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CHAPTER 1

INTRODUCTION

Over the last decade, research in machine learning has increased, but there has

been insufficient improvement in reproducibility (Peng, 2011), a key metric for assessing

claims in the scientific community. The scientific community is grappling with a repro-

ducibility crisis where the increase in research output has not been accompanied by a

commensurate increase in the reproducibility of published work (Baker, 2016). Despite

initiatives to increase the sharing of source code in computer science research under the

Open Science Initiative (Easterbrook, 2014), a significant proportion of papers (74%) are

not reproducible (Stodden et al., 2018).

As sound scientific claims require reproducibility, the growing mismatch between

the volume of research produced and its reproducibility is a cause for concern. However,

some progress has been made, with studies showing that the adoption of open data

policies and the inclusion of source code in research papers increases reproducibility rates

(Laurinavichyute et al., 2022).

However, code and data sharing alone are insufficient unless strict standards are

followed, making it difficult to verify the accuracy of shared material. Academia has

proposed various standardization mechanisms such as checklists, datasheets, and repro-

ducibility challenges (Gundersen et al., 2023). However, the lack of a universal definition,

measurement, and approach to reproducibility has led to disagreements (Belz et al., 2021).

The verification process for conformance to standards remains manual, which can lead to

time-consuming and potentially less reliable results.

Despite the growing trend of code sharing with research articles, these offerings

are often incomplete or inadequate. Vandewalle (2019)’s study found that 71% of the

link addresses associated with articles were invalid, making the usability of the code even

more challenging. Code quality is another major barrier to the successful replication

of experiments. Common issues include missing classes or interfaces, dependencies on
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specific files, and deprecated methods (Mondal and Roy, 2021). To ensure the repro-

ducibility of code, the importance of robust documentation, including clear workflows,

registered working protocols, and well-maintained, readable code, has been emphasized

(Diaba-Nuhoho and Amponsah-Offeh, 2021).

Machine learning papers often share their source code through repositories such

as GitHub, Bitbucket, and GitLab. An important feature of these repositories is the

"Readme" markdown file, which provides instructions for researchers to reproduce the

results reported in the papers. These files play an important role in the reproducibility of

the research by acting as a bridge between the complex codebase and the research article

(Obels et al., 2019). Thus, the quality and comprehensiveness of these Readme files are

very important.

In this work, we present a novel, automated end-to-end system designed to assess

the reproducibility of machine learning articles. The system uses a GitHub project link

to generate a reproducibility score based on the project’s Readme file. Our workflow

covers two different models: one model uses chapter classification, while the other uses

hierarchical transformers (Chalkidis et al., 2022). Both models aim to measure the

reproducibility of the research in question.

Our evaluation is based on a readme template proposed by a well-known platform

for sharing research code. This template was developed by examining popular repositories

and identifying common elements associated with their success (Paperswithcode, 2020).

The template proposes six sections for the readme of a reproducible project: Introduction,

Requirements, Pre-trained Models, Training, Evaluation, and Results, each with a short

description.

We propose a comprehensive framework for assessing whether Readme files

meet the criteria stipulated by this template and provide a reproducibility score for each

Readme. In order to validate our system, we utilize a separate hold-out test set comprised

of reproducibility-reviewed papers from the NeurIPS 2019 conference (Paperswithcode,

2020). This test set provides a reliable foundation for gauging the effectiveness of our

proposed framework given that the papers included have already been vetted for their

reproducibility.

We have also made our system accessible as a public resource (Akdeniz, 2023a),

to allow researchers and practitioners alike to leverage our system in assessing the repro-

2



ducibility of their own or others’ works. Our aim is to provide a practical, user-friendly

tool that can assist in the improvement of research reproducibility in the machine learning

field.

Furthermore, in the spirit of transparency and reproducibility, we have openly

shared our codebase, datasets, and trained models (Akdeniz, 2023b). By making our

system and materials available to the public, we aim to encourage scrutiny, iteration, and

extension of our work by the broader scientific community. It’s our belief that openness and

collaboration will drive improvements in reproducibility, contributing to the advancement

of machine learning research.
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CHAPTER 2

REPRODUCIBILITY

In this chapter, the terminology is systematically described, and the importance

of reproducibility in scientific research, particularly in machine learning (ML), is empha-

sized. Both the successes and challenges encountered are discussed, along with potential

solutions proposed to address these limitations. Additionally, the areas still in need of

improvement are identified.

2.1. Terminology

Reproducibility is one of the building blocks of scientific progress. Despite this, the

definition of it is still controversial (Plesser, 2018). In particular, it is used interchangeably

with repeatability and replicability, and there is no general acceptance of their differences

or similarities. According to the report of Association for Computing Machinery (2016),

among those who argue that they are different, these concepts are explained in terms of

experimenters and experimental design variables as follows; Repeatability refers to the

same team getting the same results in a large number of trials, given the same experimental

conditions. Replicability refers to the ability of different teams to obtain the same results

in a large number of trials given the same experimental condition. Reproducibility refers

to the ability of different teams to obtain the same results given different experimental

conditions. In Committee on Reproducibility and Replicability in Science et al. (2019)’s

study, the differences between these concepts are explained using different variables. In

providing consistent results, given the input data, computational steps, methods, code, and

analysis conditions, it is considered reproducibility if they are all the same and replication

if only the data is different. Similarly, according to Peng (2011), the same data should

be used for reproducibility, while different data should be used for replicability. Apart

4



from this definition, he states that in order to talk about the reproducibility of work, at

least its code should be shared and argues that reproducibility is the lowest condition of

replication. He expressed his idea with the spectrum in Figure 2.1.

Figure 2.1. The spectrum of reproducibility (Source: Peng (2011))

Repeatability and reproducibility are not very different from each other, and they

are the terms providing each other according to the Albertoni et al. (2023). But replicability

and reproducibility differ certainly. Goodman et al. (2016) takes a different perspective

on all these ambiguities, stating that reproducibility and replicability are not different, but

different levels of each other, and divides reproducibility into three categories: a) Methods

reproducibility: providing sufficient detail so that procedures can be replicated exactly, b)

Results reproducibility: repeating procedures independently and obtaining results that are

very close to the original, c) Inferential reproducibility: conducting a new study separate

from the original or re-examining the original study to reach similar results. According to

Goodman et al. (2016), these explanations resolve the confusion caused by the proximity

of the lexical meanings of these words in their scientific meaning.

Views on reproducibility can be categorized into three main groups: those who

argue that they are absolutely different, those who think that they express different levels,

and those who claim that they are exactly the same (Barba, 2018). Barba (2018); Gundersen

et al. (2023); Albertoni et al. (2023); Plesser (2018) have extensively covered these views

in their work. However, according to Gundersen et al. (2023), these definitions are very

open to interpretation, broad in scope, and imprecise.
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Figure 2.2. Reproducible research (Source: Kirstie (2016))

In the context of machine learning, according to some studies (Belz et al., 2021;

Pineau et al., 2020), definitions vary based on the state of the code and data variables, as

shown in Figure 2.2. Different from the previous terms, there are two new concepts here:

Generalizable means that the same results are obtained with different codes and different

data, while Robust means that the same code gives the same results with different data.

On the other hand, Gundersen and Kjensmo (2018); Gundersen (2019, 2021) consistently

recognizes in their work that they are the same thing, and even if they are not, these

discussions do not help to resolve them. Gundersen (2021) classifies reproducibility on 4

different levels depending on the variables text, code, and data, as shown in Figure 2.3. In

this figure, the text field refers to any document containing descriptions of experimental

procedures and although the availability of code and data is variable, it shows that there

should be documentation at all levels. Full experimental reproducibility is attained when

we have access to the corresponding document, code, and data simultaneously. In cases

where only code or data is available, we can discuss the reproducibility of each of these

components separately.

Figure 2.3. Levels of reproducibility (Source: Gundersen (2021))

In conclusion, although conceptual debates continue, the results of a study should
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not be a one-off but should be suitable to be analyzed under different conditions. As Peng

(2011) points out, reproducibility is an indicator of minimum standards for evaluating

research results, and the most crucial requirements for reproducibility are code and data.

In the aftermath of all these debates, we position ourselves on the side where there

are no clear-cut lines between these definitions. Our primary focus is less on defining

what reproducibility is, and more on highlighting the importance of the criteria necessary

to ensure it and these criteria need to be evaluated based on their feasibility.

2.2. Significance

Science works for our curiosity about the world, propelling new discoveries through

a process of inquiry. However, these discoveries only mark the beginning. Each one

needs to be validated by others before it can be universally accepted. The evolution

of existing knowledge hinges directly on the sustainability of this iterative validation

process. Unverified results are often built upon those accepted by others, setting the

stage to be verified in the course. This ongoing chain of verification symbolizes the

trust and progress inherent in the scientific process (Committee on Reproducibility and

Replicability in Science et al., 2019). These verifications are made possible by ensuring the

reproducibility of results and it is one of the most crucial prerequisites for the reliability

of scientific results. Otherwise, The incapacity to reproduce the results of scientific

research often leads to mistrust about their validity (Belz et al., 2021). Moreover, if other

researchers attempt to reproduce the original experiment but fail to obtain the same results,

the original hypothesis is typically considered invalid (Oates, 2006).

Scientific progress is a gradual process that can be accelerated by making repro-

ducibility a standard practice (Peng, 2011). Following best practices for reproducibility

allows for the efficient application of established procedures to new data and facilitates

code reuse. Good reproducibility habits can lead to substantial time savings (Sandve et al.,

2013). In essence, the more reproducibility is achieved, the greater its impact on both

progress and trust in science.

As depicted in Figure 2.4, there has been a significant increase in the number
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Figure 2.4. Number of all and coded articles by year in ACL.

of studies conducted at conferences and published in journals under the auspices of The

Association for Computational Linguistics (ACL). Correspondingly, the number of studies

that share code is also on the rise. As indicated in The Association for Computational

Linguistics (2023b), materials shared within the ACL began to be licensed in 2016, and

since that time, code sharing has increased. While this is an important step towards

reproducibility, the proportion of shared materials does not provide clear evidence of

their reproducibility. It suggests that sharing code and data alone is insufficient to ensure

reproducibility. However, it can be argued that code and data sharing accelerate scientific

development and demonstrates the importance of reproducibility, especially in the field of

computational sciences (Stodden et al., 2018).

2.3. Crisis

Reproducibility is a foundational principle of scientific research and is under threat,

with research indicating a substantial rate of failure in reproducing scientific results.

Specifically, approximately 70% of researchers reported failure in reproducing others’

results, and over half reported failure in replicating their own studies. This phenomenon
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referred to as the ’reproducibility crisis’, questions the validity of these findings (Baker,

2016). An alarmingly high volume of published research is not reproducible, illustrating

the magnitude of this crisis (Gundersen and Kjensmo, 2018). This problem is prevalent

across scientific domains, including exploratory research, which forms the first step in

creating new knowledge Committee on Reproducibility and Replicability in Science et al.

(2019). But, it seems even more intense in the field of machine learning (ML) and natural

language processing (NLP) (Pedersen, 2008; Mieskes et al., 2019; Belz, 2021).

Looking at the AI and ML fields, reproducibility issues are dominant. A troubling

scarcity of shared code and data has been reported. For instance, a survey found that

just 6% of algorithm presenters at top AI conferences shared their code, and only a third

disclosed their testing data Hutson (2018). Reasons for these problems vary from ongoing

development and proprietary ownership to researchers’ competition concerns. The crisis

of reproducibility is growing quickly due to the complex nature of AI and ML models

Albertoni et al. (2023). This issue calls for a joint permanent effort from the scientific

community to tackle this situation and improve reproducibility Peng (2011).

2.4. Problems and Solutions

Reproducibility is a challenging problem that involves many factors and lacks

a direct solution (Goodman et al., 2016). Despite clearer problem definitions and the

proposal of different solution methods, achieving a complete resolution still requires more

time and effort (Munafò et al., 2017; Arvan et al., 2022).

2.4.1. Code and Data Availability

While sharing academic papers openly was a significant challenge in the past, open

access (OA) has become increasingly prevailing in recent years. However, problems have

emerged and persisted regarding the sharing of code and materials associated with these

papers (Piwowar et al., 2018). In a study by Wieling et al. (2018), data sharing increased
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by approximately 10% and code sharing by around 25% from 2011 to 2016, resulting in

a total of 59.3% of shared codes. However, as reported in a study by Vandewalle (2019),

in a dataset analyzed in 2019, only 71% of the source code was available. Despite a

noticeable increase in the past decade, these results indicate that code and data sharing are

still obstacles to reproducibility.

Similar to the open access movement, academic institutions are also playing an

important role in addressing this issue. Recently, many educational institutions and

conference organizers have implemented open data policies that have been shown to clearly

contribute to reproducibility (Laurinavichyute et al., 2022; Liu et al., 2022; Stodden et al.,

2018). However, as mentioned in our previous definition (see section 2.1.), data sharing

alone is not enough to ensure reproducibility. It has been emphasized that the code

associated with the related work should also be made accessible (Laurinavichyute et al.,

2022; Nature, 2021).

Following the emergence of the open source movement in the software community,

its impact echoed globally, and a similar culture gradually took root in academia. As this

culture continues to spread, barriers to reproducibility will decrease, and scientific progress

will accelerate (Peng, 2011).

2.4.2. Incompleteness of Materials

The increasing practice of sharing code and data brings considerable benefits,

but sticking to proper standards is essential. Without this, it becomes challenging to

verify the accuracy of these resources. As highlighted in a study by Mondal and Roy

(2021), code quality presents barriers to experiment reproducibility, often due to issues

like outdated methods, file dependencies, and the lack of interfaces or classes, and these

results show that the verification of these materials is compulsory. In addition, Diaba-

Nuhoho and Amponsah-Offeh (2021) state that the fundamental aspect of reproducible

code is substantial documentation, including open workflows, registered study protocols,

methodology, and code that is readable and well-maintained.

Given the fast-paced growth of study and the need for verification of materials,
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controlling the situation becomes nearly impossible. To meet this demand in academia,

several standardization measures such as checklists, data sheets, and reproducibility chal-

lenges have been suggested (Gundersen et al., 2023; Albertoni et al., 2023). Organized

challenges aim to encourage the replication of previous studies by different researchers,

with the goal of producing consistent results. Through these efforts, the intention is to

foster a culture of reproducibility within the scientific community (Liu et al., 2022).

In their study, Gundersen et al. (2023) extensively classified the research process

from experimental design to documentation, highlighting the necessary steps for ensuring

reproducibility. Through their findings, they presented a framework that researchers can

follow to facilitate reproducibility in their work.

Guidelines play a vital role in fostering reproducibility in machine learning as they

provide researchers with a set of recommended practices and standards. By adhering

to these guidelines, researchers can ensure the transparency, reliability, and replicability

of their work (Albertoni et al., 2023). They categorized guidelines that contribute to

promoting reproducibility:

1. Survey studies or position papers that offer recommendations.

2. Reproducibility checklists.

3. Guidelines to be followed during paper submissions.

4. Academic resources that discuss the issues and solutions surrounding insufficient

reproducibility of research.

Additionally, they comprehensively presented other recommendations and sug-

gestions in their study. Their conclusion is as follows, although there has been a rise

in understanding and numerous investigations into the significance of reproducibility, its

practical implementation remains inadequate when it comes to advanced machine learning

and deep learning techniques. Building AI models involves various factors that lead to

technical dependencies which impose challenges on achieving reproducibility.
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2.4.3. Missing Consensus and Assessment Methodologies

There is a lack of consistent agreement, measurement, and approach to repro-

ducibility across academic institutions. Instead, there is an increasing variety of perspec-

tives and opinions on this matter (Belz et al., 2021). Moreover, the process of verifying

standards is done manually, which leads to longer procedures and less trustworthy out-

comes. Although there have been studies on automating the review of research papers

(Yuan et al., 2021), meaningful progress has not been achieved in automating the verifi-

cation of shared materials.

Efforts have been made to facilitate manual processes or expand the scope of

addressing these problems. In a study conducted by Gundersen (2019), three fac-

tors—method, data, and experiment—were identified, along with their respective sub-

variables as shown in Figure 2.5, and argues that an assessment can be made based on the

fulfillment of the defined criteria for each variable.

Figure 2.5. The factors and variables of reproducibility (Source: Gundersen et al. (2023))

In their study, Pouchard et al. (2023) proposed a framework named Uncertainty-
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Aware Quantification(UQ) based on the measurement of uncertainties, recognizing the

difficulty of predicting the outputs of ML models, and they argue that reproducibility can

be improved by measuring uncertainties.

Belz et al. (2022) discuss the application of metrology meta-science methods to

measure the reproducibility of ML/NLP research. This measurement approach provides

an evaluation by considering multiple reproductions of a study and is called Quantified

Reproducibility Assessment (QRA). While this study provides a valuable quantitative

metric in the field, a limitation arises because studies without reproducible examples

cannot be subjected to this measurement.

While we have examined some studies focusing on quantitative analysis beyond

qualitative analysis, some of these studies remain at the recommendation level, while others

are subject to specific conditions for their applicability. In the current state, a consensus

regarding reproducibility is still not apparent (Belz et al., 2021), and the proposed solutions

for reproducibility are deemed insufficient (Albertoni et al., 2023).

2.4.4. Platforms, Practises and Documentation

As mentioned earlier, code and data sharing alone is not enough to ensure re-

producibility and requires the adoption of certain standards for these materials. In this

context, Crane (2018) emphasizes that reproducibility cannot be achieved through code

sharing alone, but rather requires supporting environments. The platforms developed for

this purpose were evaluated by Isdahl and Gundersen (2019) according to criteria such as

code versioning, software dependencies, and traceability of model and results. The results

show that although there are platforms that meet these standards, they are not widely used

in academia and the platforms that are widely used do not possess these features.

According to our analysis of the collected data, Table 2.1 shows the distribution of

article codes across different providers. According to the data, GitHub (GitHub, 2023) is

the most widely used platform by a large margin. Papers with Code (Papers with Code,

2023) is not a code repository, but a platform that presents articles with their associated

code from authors or the community. The number in the figure represents the community
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Platform Count

GitHub 8967
Papers With Code 234

Bitbucket 41
GitLab 26
Others 32

Table 2.1. Code repository usage statistics.

code. Just as arXiv (arXiv, 2023) means open access for articles, Papers with Code have

the same importance for sharing the code associated with articles (Lucic et al., 2022).

The main purpose behind these platforms is version control and open access. To

ensure reproducibility, the entire code development process should be complemented by

the active use of version control systems (Nguyen and Rampin, 2022). The documentation

should also indicate which version of the code the provided details correspond to. In

academic research, however, code is often uploaded to such providers after the research

is completed, and version control practices are not consistently applied throughout the

research period (Sandve et al., 2013; Wilson et al., 2016; Taschuk and Wilson, 2017).

While it is common practice to describe written code and algorithms in research

papers, this practice is insufficient to ensure reproducibility in today’s context (Sandve

et al., 2013; Wieling et al., 2018; Gundersen et al., 2023). Regardless of how well-written

the shared code is, extensive documentation is necessary for others to easily understand

it. Unfortunately, the quality of code written for academic purposes often falls short of

established standards (Joppa et al., 2013). Moreover, given the complexity of software in

the field of machine learning (Arvan et al., 2022), the quality of documentation directly

impacts reproducibility. Therefore, code in research papers requires more than simple

documentation; it needs comprehensive and informative documentation (Gundersen et al.,

2023; Wilson et al., 2016).

In the software community, the most commonly used form of documentation is

a text file in markdown format called a "Readme" uploaded to code repositories. This

serves as the primary document that appears when opening the project and provides a

project description along with relevant details. In the context of academic research, once

the code is uploaded to repositories, documentation of the code and data through this

file is essential for reproducibility (Obels et al., 2019; Trisovic et al., 2022; Taschuk and
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Wilson, 2017). However, according to a study by Zhang (2019) on code repositories

of academic research, the documentation in these repositories is often insufficient. A

checklist introduced at NeurIPS 2019 Pineau et al. (2020), which aims to standardize both

code content and documentation, has been a significant step towards standardization of

reproducibility and has gained acceptance among other researchers (Albertoni et al., 2023;

Belz, 2021).

In conclusion, when we examine the problems and proposed solutions on repro-

ducibility, we can see that these problems are not impossible to solve. But, in current

status, some proposed solutions have a limited scope, and others may bring new chal-

lenges. However, it is clear that dedication is required by both researchers and assessors

and that the process is time-consuming. Still, in any case, standards should be established

and evaluated to ensure reproducibility (Belz, 2021; Belz et al., 2022). Automating the

evaluation processes is of great importance for reproducibility assessment and improve-

ment, as it can streamline the processes and reduce the time spent (Trisovic et al., 2022;

Nüst and Eglen, 2021).
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CHAPTER 3

BACKGROUND

In this chapter, the background information about the research is outlined. Specifi-

cally, our approach incorporates the use of word embeddings, transformers, text similarity,

and classification techniques.

3.1. Word Embeddings

Word embeddings are a form of word representation common in the field of

natural language processing. Basically, they are based on the distributional hypothesis,

which claims that words that appear in similar contexts often contain similar semantic

definitions (Harris, 1954).

The Vector Space Model (VSM) by Salton et al. (1975), is recognized as one of the

best and most effective models for transforming words into vectors. The main idea behind

this model is the representation of words in a vector space. These vector representations of

words are used in several sub-tasks like determining text similarity, and question answering

Almeida and Xexéo (2023).

One of the early versions of word embeddings is Latent Semantic Analysis (LSA)

proposed by (Deerwester et al., 1990). LSA uses a method called singular value decom-

position on a matrix of words and documents to represent words in a large and complex

space. This helped to some extent to understand the connections between words. However,

the way we see words today as tightly packed numerical vectors started with models based

on neural networks.

Neural network-based word embeddings were introduced in the work of Bengio

et al. (2000). In their pioneering research, they presented a neural network-based language

model that learns to represent words in a distributed way and delivers top results in tasks
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related to language modeling. However, this model was computationally expensive. To

address this problem, Mikolov et al. (2013) introduced two different designs under the

name Word2Vec: Continuous Bag of Words (CBOW) and Skip-gram. The CBOW model

aims to predict a word based on its surrounding words, while the Skip-gram model does

the opposite by predicting the surrounding words given a target word. Then Pennington

et al. (2014) introduced the GLoVe (Global Vectors) model, which combines global matrix

factorization methods (e.g. LSA) and the methods offered by Word2Vec.

These word embeddings are an important step forward in the representation of

text and led to the development of complex language models based on Recurrent Neural

Networks (RNNs) (Elman, 1990) and Long Short Term Memory (LSTM) (Hochreiter and

Schmidhuber, 1997) networks.

Recently, the BERT (Bidirectional Encoder Representations from Transformers)

model and its derivatives, introduced by Devlin et al. (2019) and built on the transformer

architecture proposed by Vaswani et al. (2017), have been widely used in various applica-

tions.

Utilizing a vector-based representation for words allows the assessment of their

similarities via methods such as cosine similarity and other vector measurement techniques

(Mikolov et al., 2013). As the accuracy of these vector representations improves, it

subsequently enhances the performance of associated sub-tasks (Devlin et al., 2019).

3.2. Transformers

Vaswani et al. (2017) introduced Transformers in their research paper "Attention is

All You Need". Transformers introduced a new way to manage tasks involving sequence

transmission while overcoming computational inefficiencies observed in RNNs and LSTM

networks.

The transformer architecture is based on the attention mechanism. Unlike RNN

(Recurrent Neural Network) and LSTM (Long Short-Term Memory) networks that pro-

cess data sequentially, the transformer model allows simultaneous attention to different

parts of the input word sequence, allowing dependencies between words to be determined
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independently of their position. Unlike previous models that encounter difficulties in cap-

turing dependencies as the length of a sequence increases, transformers excel at handling

long-range dependencies. Furthermore, these models can be trained in parallel, making

the training process more efficient and requiring less time.

Since its introduction, transformer architecture has made a significant impact in

the field of natural language processing (NLP), and models built on this architecture have

achieved state-of-the-art performance on various NLP tasks.

3.2.1. BERT

The BERT (Bidirectional Encoder Representations from Transformers) model,

built on transformer architecture, has led to a significant transformation in the field of

natural language processing (NLP). Devlin et al. (2019) introduced a new approach for

building pre-trained language models, pushing the boundaries of performance on NLP

tasks.

BERT is pre-trained on two tasks: Masked Language Model (MLM) and Next

Sentence Prediction (NSP). In the MLM task, the model learns to predict masked words

in a sentence, thus capturing semantic and syntactic features of the language. In the

NSP task, the model learns to predict the next sentence given the previous sentence, thus

capturing the relationships between words and sentences.

One of the most important and remarkable features of BERT is that it can be

fine-tuned for various NLP sub-tasks such as text classification, question answering, and

named entity recognition (NER) without the need for large datasets. It can be adapted and

applied to many different domains according to specific needs.

3.2.2. Sentence-BERT

The Sentence-BERT (SBERT) model developed by Reimers and Gurevych (2019)

is a specialized version of BERT, specifically designed to represent sentence embeddings.
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Generating word embeddings using BERT for semantic similarity tasks can be compu-

tationally expensive. However, SBERT is advantageous in terms of both efficiency and

performance as it is trained to generate sentence embeddings directly.

SBERT adds a pooling layer on top of the output of the transformer network

to obtain fixed-size sentence embeddings. During training, Siamese or triplet network

architectures are used to produce semantically meaningful embeddings. Siamese net-

works compute embeddings for two input sentences using two identical networks, while

triplet networks use three different sentences: an anchor sentence, a semantically different

sentence, and a semantically similar sentence.

It can compute sentence embeddings in a single iteration and provides faster

computation. The sentence-transformers library Reimers (2019), developed as part of this

work, has been widely used since its development.

3.3. Hierarchical Models

Hierarchical models are designed to create representations of long texts in vector

space and can be used for sub-tasks in NLP. As the name suggests, they take into account

the hierarchical structure of the text. They work based on using the attention mechanism

not only between words but also between sentences and paragraphs.

The Hierarchical Attention Network (HAN) model proposed by Yang et al. (2016)

uses Gated-Recurrent Units (GRU)(Cho et al., 2014) and two different attention mech-

anisms at the word and sentence levels to sequentially identify semantically important

words and sentences to build document vector representation. With the model they devel-

oped, they achieved impressive results in document classification tasks compared to other

models at that time.

On the side of the transformers, the transformer model of Vaswani et al. (2017)

is not efficient for processing long documents due to its quadratic computational cost.

Also, BERT and its derivatives have token limits. To address these issues, models using

different attention mechanisms such as Transformer-XL (Dai et al., 2019), Longformer

(Beltagy et al., 2020) and BigBird (Zaheer et al., 2021) have emerged. However, none of
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these models take into account the hierarchical structure of documents. Chalkidis et al.

(2022) used hierarchical-based attention for long document classification and achieved

superior performance in terms of both resource utilization and speed compared to other

models. It also showed overall better performance on downstream tasks. Similarly, the

hierarchical-based transformer model developed by Nawrot et al. (2022) outperformed

non-hierarchical models. The results show that hierarchical models can handle long texts

more efficiently.

3.4. Zero-shot Learning

Zero-shot learning refers to a paradigm in machine learning in which a model has

the capacity to deliver precise predictions for classes that were not exposed to it during

the training phase (Norouzi et al., 2014). It has the strength of generalizing to unseen

categories, making it effective for recognizing instances that might not exactly align with

any template but carry semantic relevance (Xian et al., 2019; Rios and Kavuluru, 2018).

Zero-shot learning first gained popularity in computer vision but has also shown

potential in NLP applications. It works by using embeddings represented in vector space.

Different models have been developed using statistical methods such as K-NN and neural

networks such as Siamese Networks (Rios and Kavuluru, 2018). With the birth of trans-

formers, pre-trained models have been found to be effective for zero-shot learning with

their ability to efficiently learn and represent natural language (Dickinson et al., 2021;

Zhao et al., 2023).

Supervised learning methods rely heavily on labeled data, which is often manually

annotated by human labelers. However, the reliability of human annotations is question-

able, and given the substantial volume of data required to train these models, obtaining a

sufficient amount of labeled data can be a time-consuming process. Zero-shot classifica-

tion techniques have shown promise in efficiently labeling datasets and achieving results

comparable to human labelers in a relatively short time. (Rondinelli et al., 2022). It has

also been reported that fine-tuning pre-trained models with data labeled with this method

can be successful (Bujel et al., 2021).
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CHAPTER 4

METHODOLOGY

In this section, details of the proposed system design are delved into by elaborating

on the scoring mechanism employed in the research, as well as discussing the data used

and the methods of data labeling.

Figure 4.1. End-to-end System Workflow

The readme file is recognized as the foundational document for code documen-

tation as discussed in Section 2.4.4.. With this premise, our objective is to evaluate the

reproducibility of research efforts through an in-depth analysis of these Readme files.

To establish the ground truth for our measurements, we adopt the ’readme’ template

(Paperswithcode, 2020). This template is recommended by a popular platform for shar-

ing research code (Papers with Code, 2023) and has found application within academic

contexts (Belz, 2021).

This template is created by examining existing repositories, identifying those that

received the most positive response within the community, and then pinpointing common

elements that correlate with popularity Paperswithcode (2020). The template suggests six

sections for a readme of a reproducible project: Introduction, Requirements, Pre-trained
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Section Description

Introduction

This repository is the official implementation of
<LINK>. Optional: includea graphic explaining
your approach/main result, bibtex entry, link to
demos,blog posts and tutorials

Requirements
To install requirements: <CODE> Describe how
to set up the environment,e.g. pip/conda/docker
commands, download datasets, etc...",

Training

To train the model(s) in the paper, run this command:
<CODE> Describe how to train the models, with
example commands on how to train the models in
your paper, including the full training procedure
and appropriate hyperparameters.

Evaluation

To evaluate my model on ImageNet, run: <CODE>
Describe how to evaluate the trained models on
benchmarks reported in the paper, give commands
that produce the results (section below).

Pre-trained Models

You can download pretrained models here: <LINK>
trained using parameters x,y,z. Give a link to
where/how the pretrained models can be downloaded
and how they were trained. Alternatively you can
have an additional column in your results table with
a link to the models.

Results

Our model achieves the following performance
on <TASK>: <TABLE> Include a table of results
from your paper, and link back to the leaderboard
for clarity and context. If your main result is a figure,
include that figure and link to the command or
notebook to reproduce it.

Table 4.1. Readme template sections and example contents. (Source: Paperswithcode
(2020))

Models, Training, Evaluation, and Results. It also provides an example content of each

section as presented in Table 4.1. The elements in this template represent the Machine

Learning reproducibility checklist.

In the Introduction section, general information about the conducted research and

the shared codes is expected to be provided. The Requirements section should provide

information on the libraries needed to run the codes, the installations to be made, and the

data to be downloaded. In the Training and Evaluation sections, there should be guidelines

for the training and evaluation of models. In the Pre-trained Models section, there should

be necessary information to allow access to the models trained by the researchers. The
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Results section should display the research results through tables or figures and provide

the pieces of code that can produce these outputs.

Despite its highly generalized nature, this template fundamentally comprises el-

ements that are indispensable in any machine learning project. Providing these basic

components within a project is deemed adequate to ensure its reproducibility.

In this study, we propose a comprehensive framework that hinges on assessing

reproducibility based on how well research readme documents adhere to this template.

4.1. System Workflow

Our system is structured around three essential components: Readme parsing,

Readme processing, and reproducibility scoring. Figure 4.1 illustrates the system work-

flow. The flow initiates by receiving a GitHub link as input, and proceeds through the

following stages:

4.1.1. Readme Parsing

Our first step towards appropriately segmenting Readme files with a parser we

developed. Given the complexity associated with processing the markdown format, we

initiated the process by converting these files into HTML format. Markdown’s hierarchical

and component structure can be equivalently depicted in HTML. It’s crucial to mention that

GitHub employs a unique flavored markdown format (MacFarlane, 2019). Consequently,

in order to process Readme files sourced from GitHub, our strategy necessitated the use

of a library distinct from standard ones (Flowers, 2018).

Our developed parser operates based on two auxiliary parameters:

1. Transform: This parameter is employed when there is a need to transform elements

like links, code snippets, images, tables, and citation elements within readme files

into tag-like components, as outlined in Table 4.2.
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2. Group by Parent: This parameter comes into play when sections of a readme file

are to be aggregated according to their parent section. In such a scenario, every

parent header morphs into the header of the grouped section, and its corresponding

subsections within the hierarchical structure are treated as content.

Element Transformation
Link with Text <LINK text={Text}>
Link <LINK>
Code Snippet <CODE>
Image with Text <IMAGE alt={Text}>
Image <IMAGE>
Table with Caption <TABLE caption={Caption}>
Table <TABLE>
Citation <CITE>

Table 4.2. Readme element transformations.

4.1.1.1. Readme Sections

Markdown-formatted files, such as Readme files, inherently support the establish-

ment of a hierarchical structure. This format allows headers to be arranged at various levels,

emphasizing the importance of proper structuring for effective content communication to

the reader.

We denote each parent header, header, and content triplet as a "section" in this

study. We perceive sections as the smallest self-contained units of meaning. Our analyses

will be carried out based on these Readme sections. We aim to investigate the impact

of section components and the hierarchical structure on system performance and seek to

establish their optimal usage.
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4.1.2. Readme Processing

The primary component of our system is the evaluation phase for readme files. In

this stage, parsed and preprocessed sections are assessed using two different methodolo-

gies. The first is a section classification-based system that involves individually classifying

each section and generating respective classification scores. The second methodology

utilizes a readme classification-based system, which takes into account the hierarchical

structure of the readme and evaluates it as a whole.

The two separate models explained in further detail below, are fine-tuned and

utilized using the data outlined in our data section.

4.1.2.1. Section Classification

The evaluation process of this workflow involves individually classifying each

section of a readme, followed by an assessment of the readme using classification scores

that correlate with checklist coverage as shown in the dotted box in Figure 4.1. The

primary objective is to assess how well-predetermined standards are adhered to, such as

compliance with a chosen readme template. Additionally, the results provide insights into

areas of potential improvement or deficiency.

In this workflow, we utilize the ’bert-base-uncased’ model (Hugging Face, Inc.,

2019) developed by Devlin et al. (2019), as our classifier. This BERT model is suitable

for fine-tuning, making it adaptable for specific tasks.

4.1.2.1..1 Reproducibility Score Generation

Two slightly different formulas have been developed for computing the repro-

ducibility score for our classification-based system, which primarily aims to evaluate the
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classification efficacy of the sections.

The hierarchical system’s scores are not involved in any further computations since

they already directly convey the reproducibility score. As a standardization step, the values

are divided by six, constraining them within the 0 to 1 range to represent reproducible or

not reproducible.

4.1.2.1..1.1 Base Formulation

R(𝐶𝑆, 𝑅𝑐) =
∑

𝑆𝑎∈𝐶𝑆
(max (𝑆𝑎))

len (𝑅𝑐)
(4.1)

The reproducibility score is determined by the formula (4.1). To create a list of

classification scores for each checklist element (CS), we group the assigned classification

scores from each section based on its corresponding reproducibility checklist (Rc) ele-

ments. The process continues with extracting the maximum score from the classification

scores array (Sa) for every checklist element, followed by summing up these maximum

values. The resulting summation value is then divided by the length of the entire checklist

to obtain a single numerical outcome ranging between 0 and 1 as an indicator of repro-

ducibility. The reason for taking the maximum score for the same sections here is to ensure

the scoring is resilient against classification errors and to minimize the impact of content

structure, which is challenging to distinguish automatically.
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4.1.2.1..1.2 Consecutive Formulation

Algorithm 1 Consecutive Mean Algorithm
Require: List of pairs, 𝐿, where each pair contains a class and a score.

Ensure: A dictionary, 𝐷, where each key is a class, and each value is a list of means of

consecutive scores of that class.

// Variables:

𝑅: A dictionary to store results. Each key is a class, and each value is a list of means

of sequential scores of that class.

𝑃: The class of the previous pair in the list 𝐿.

𝑇 : A temporary list to store the scores of consecutive pairs with the same class.

(𝐶, 𝑆): Class and its classification score.

𝑅 ← {}

𝑃← 𝐿 [0] [0]

𝑇 ← []

for each (𝐶, 𝑆) in 𝐿 do

if 𝐶 = 𝑃 then

Append 𝑆 to 𝑇

else

Append 𝑚𝑒𝑎𝑛(𝑇) to 𝑅[𝑃]

𝑇 ← [𝑆]

end if

𝑃← 𝐶

end for

Append 𝑚𝑒𝑎𝑛(𝑇) to 𝑅[𝑃]

return 𝑅
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We devised a second formula to include the impact of the readme content’s hier-

archical structure in our evaluation. Following classification, the scores of consecutive

sections bearing the same label are averaged as shown in algorithm 1 and subsequently

incorporated into the formula (4.1). In this way, it serves as a self-penalty system against

faulty document structuring.

4.1.2.1..1.3 Score Calculation Example

Table 4.3 provides the results of an example section classification for an imaginary

readme composed of a total of seven sections. According to the results, five elements of

the checklist are found within the readme. A section related to pre-trained models could

not be found. There are also two instances in each of the Training and Requirements

sections, with the Training sections given consecutively.

Section Label Classification Score
1 Introduction 0.75
2 Requirements 0.98
3 Training 0.95
4 Training 0.80
5 Evaluation 0.64
6 Requirements 0.87
7 Results 0.55

Table 4.3. Example of Section Classification.

Using the base scoring method and the formula in 4.1, a sample calculation would

look like this; (𝐼𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛(0.75)+𝑃𝑟𝑒𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑀𝑜𝑑𝑒𝑙𝑠(0)+𝑀𝑎𝑥 𝑜 𝑓 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠(0.98)+

𝑀𝑎𝑥 𝑜 𝑓 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔(0.95) + 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(0.64) + 𝑅𝑒𝑠𝑢𝑙𝑡𝑠(0.55)) / 6 = 0.645. Thus, the

reproducibility score is calculated.

With consecutive scoring, only the average of the training sections will be taken,
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and the calculation will be as follows; (𝐼𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛(0.75) + 𝑃𝑟𝑒𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑀𝑜𝑑𝑒𝑙𝑠(0) +

𝑀𝑎𝑥 𝑜 𝑓 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠(0.98) + 𝑀𝑒𝑎𝑛 𝑜 𝑓 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔(0.875) + 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(0.64) +

𝑅𝑒𝑠𝑢𝑙𝑡𝑠(0.55)) / 6 = 0.6325.

4.1.2.2. Readme Classification (Hierarchical Transformers)

Our goal was to develop an alternative system design that, instead of classifying

each section of the readme individually and generating scores with manual formulations,

takes the entire readme document as an input and outputs a reproducibility score as shown

in the dashed box in Figure 4.1, while taking into account the hierarchical structure of the

readme content. For this purpose, similar to Deng et al. (2020)’s work, which suggests

document scoring using the relational hierarchical structure among words, sentences, and

paragraphs in documents, and Ormerod et al. (2021)’s usage of transformers for essay

scoring, we too developed a system that utilizes the hierarchical structure of readme

content to generate scores as output.

The basic idea behind hierarchical networks is to encode documents hierarchically

by providing context to word representations within each sentence and then integrating

these sentence-level representations across multiple sentences (Chalkidis et al., 2022).

To achieve this, we employed the Hierarchical Attention Transformers (HAT)

model (Hugging Face, Inc., 2022), as proposed within the scope of Chalkidis et al.

(2022)’s work. This model is capable of classifying long documents, producing a score

ranging from 0 to 6 for the readme content provided as input. We offer this model as

an alternative system to our section classification-based system. However, it is crucial to

note that, fundamentally, this model operates as a classification model that classifies the

readme in its entirety.

The main advantage of this system over the section classification-based system is

its simplicity - it’s a one-step process where you input the readme and receive the score.

However, this system falls short in terms of evaluative capability. For instance, while the

classification-based system can analyze which sections are missing or insufficient based

on classification results, the hierarchical model does not offer such insights.
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4.2. Data

4.2.1. The Association of Computer Linguistics (ACL) Papers Dataset

The Association for Computational Linguistics (ACL) is known for organizing

various events about natural language processing (NLP) and promoting the open-science.

Within this institutional framework, 14 different events (see 1.1.) are actively organized.

All articles are made freely available on their website, and for those articles that include

source code, the code can also be easily accessed (The Association for Computational

Linguistics, 2023a).

To facilitate data collection from this website, we developed a web crawler library

in Python (Akdeniz, 2022). With this library, we can easily access the desired articles

using different filters such as event, year, and paper type.

We gathered all articles published between 2013 and 2022 under the umbrella of

these 14 events, amounting to a total of 47,117 articles. Out of these, we found 9,300

articles that contained links to source codes. As shown in Table 2.1, GitHub was the most

frequently used platform. To streamline the process, we filtered out articles that utilized

platforms other than GitHub. This resulted in a final set of 7,460 accessible articles

that contained readme files. We then collected these readme files, creating a dataset that

includes the Readme files of all 7,460 articles.

We parsed and segmented the 7460 research Readme files we gathered (see 4.1.1.1.)

using the developed parser. A frequency analysis performed on section headers facilitated

the creation of a list of perceived insignificant words (see 1.2.), and sections whose

headers contained these words were subsequently cleaned. Following that, the remaining

sections were further cleaned, ensuring they only comprised Latin letters, numbers, and

punctuation.

The transformation operations, as indicated in Table 4.2, were executed to prevent

the specified data from influencing system performance. For components like links,

images, and tables that may contain distinctive text features (e.g., Caption, Alt Text), we

ensured this information was preserved during the transformation process.
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To evaluate the significance of the structural organization and semantic character-

istics of Readme files, we saved the sections in six distinctive forms: 1) header, 2) content,

3) parent header + header, 4) header + content, 5) parent header + header + content, and 6)

sections grouped by parent headers. As a result, we gathered a total of 50475 individual

sections and 32233 grouped sections. The mean word length for these sections can be

found in Table 4.4.

Section
Parsing Type Count Avg. Word Count
Plain 50475 87
Transformed 50475 64
Grouped Plain 33233 135
Grouped Transformed 33233 98

Table 4.4. Parsed section statistics.

4.2.2. Section Labeling

The collected sections need to be labeled for training the deep learning models that

will be deployed in our system. These labels correspond to the section headers detailed

in the ground truth template (see Table 4.1). These headers, excluding the introduction,

constitute the "ML Reproducibility Checklist" (Paperswithcode, 2020). We include the

introduction, a section found in the readme template, into this checklist, thus utilizing a

6-item checklist both for section labeling and as an assessment reference.

Manually labeling these sections is both labor-intensive and can potentially intro-

duce subjectivity. Hence, we applied two distinct automatic labeling methodologies - text

similarity and zero-shot classification - to the gathered readme sections. The precision

of these labels was then cross-verified with a subset that had been manually labeled by

human annotators.
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4.2.2.1. Text Similarity

The procedure adopted for labeling by text similarity relies on gauging the resem-

blances between the collected sections and those within the readme template, attributing

the label of the section that exhibits the highest similarity.

This labeling approach uses a methodology similar to those in the studies of Pham

et al. (2016); Chakrabarty (2022). It involves generating embeddings of the texts (refer

Section 3.1.), then estimating the similarity between these embeddings, represented in

vector format, using cosine similarity.

We utilized the "all-mpnet-base-v2" (Hugging Face, Inc., 2021) model, a fine-tuned

variant of the MPNet model developed by Song et al. (2020), to create section embeddings.

This model is integrated into the system via the sentence-transformers library (see Section

3.2.2.), outputting the embeddings of the provided input text.

Table 4.5 presents the mean similarity scores attained for each distinct content

group. As per these results, the triplet of parent, header, and content yielded the highest

rate of similarity.

It’s expected that this approach would yield more accurate results when analyzing

the compliance of the content at hand with predefined standards, such as our template.

However, it may pose limitations concerning generalizability.

4.2.2.2. Zero-shot Classification

In this labeling method, in line with the approaches of Bujel et al. (2021); Rondinelli

et al. (2022), we used zero-shot classification (refer to Section 3.4.) to label the collected

sections.

We employed a fine-tuned version (Hugging Face, Inc., 2020) of the model initially

created by Lewis et al. (2020). This process involved supplying the model with the

checklist elements as labels, followed by feeding the readme sections as input, resulting in

the generation of output labels.
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Table 4.5 illustrates the average classification scores procured for each distinct

group of content. These results indicate that the combination of parent, header, and

content achieved the highest similarity rate, consistent with text similarity.

Differing from the text similarity method, this method may enable a broader

scope of application and adaptability to a range of standards. For instance, a project

could contain a unique section outlining specific project requirements, diverging from

the standard ’requirements’ section in the template. In such scenarios, text similarity

could compute the semantic resemblance, but the similarity rate could be low, potentially

influencing the performance. More meaningful outcomes can be achieved with zero-shot

classification in these circumstances.

4.2.2.3. Manual Annotation

To verify the validity and precision of auto-labeled data, we handpicked a subset

from our entire dataset and had it annotated by a team of three human coders. This subset

consists of 1050 instances, with an equivalent number originating from every section.

Every section in this subset was manually assigned labels drawn from our checklist.

4.2.2.3..1 Inter-annotator Agreement

We employ the agreement measure to validate automated labeling. We initially

measured the agreement score of the three labelers using Weighted Cohen’s Kappa (Cohen,

1968), with the score increasing from 0.45 to 0.59 after the removal of multiple labels and

the selection of common ones. By incorporating data that received the same label from a

minimum of two individuals, we secured full concurrence across all 731 data points. This

data serves to verify the automated labels.

We measured agreement scores using sections agreed upon by human annotators,

taken from twelve distinct datasets labeled in six different ways by two models. As depicted
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Zero Shot Text Similarity

Section Content Agreement Classification
Score (Avg.) Agreement Similarity

Score (Avg.)
Header 0.314 0.638 0.345 0.275
Parent + Header 0.332 0.653 0.335 0.291
Content 0.236 0.661 0.227 0.368
Header + Content 0.338 0.686 0.295 0.382
Parent + Header + Content 0.341 0.700 0.300 0.387
Grouped - 0.678 - 0.384

Table 4.5. Automatic labeling performance of different section contents.

in Table 4.5, the zero-shot labeling method achieved the highest agreement with the parent,

header, and content trio. On the other hand, the text similarity labeling method recorded

the highest agreement when only the header was present.

We excluded the agreement rates for the sections grouped by parent header, as they

encompass extended text segments and information related to multiple labels, making

their inclusion unnecessary and irrelevant.

In conclusion, zero-shot labeling outperforms with broader content, while text

similarity performs better with less content. On average, text similarity exhibited an

agreement score of 0.30. However, zero-shot labeling slightly outperformed it with an

average agreement score of 0.312, thus demonstrating higher overall success.

4.2.2.4. Training Data for Hierarchical Transformers

To train the hierarchical model, we utilized datasets that were automatically labeled

via text similarity labeling, which had the highest agreement rate with human annotators.

The labeled sections were grouped based on each readme, and training data was prepared by

assigning a class between 0 and 6 to represent the reproducibility score, after determining

checklist coverages for each readme.
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CHAPTER 5

EXPERIMENTS

In this chapter, the details concerning the experimental results of the developed

system, the measurement metrics utilized, and the employed data are presented.

5.1. NeurIPS Papers

This dataset encompasses the top 100 papers with the maximum star ratings among

those published at NeurIPS in 2019 and evaluated for reproducibility in the Paperswithcode

(2020) report. These readme files associated with these studies underwent manual analysis,

and the checklist coverages were determined(Table 5.1) to use in the evaluation of our

proposed system.

Repository Stars Introduction Requirements Pre-trained
Models Evaluation Training Results

deepmind/lab 6082 True True False True True False
zihangdai/xlnet 5114 True False True True True True
tensorflow/tpu 3120 True False False False False False

tensorflow/lingvo 1914 True True False False True False
facebookresearch/XLM 1913 True True True True True True

Table 5.1. Example of NeurIPS Dataset.
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5.2. Evaluation Metrics

To gauge the effectiveness of our system, we utilized the manually evaluated

NeurIPS dataset (Section 5.1.). The results were then evaluated using three different met-

rics: 1) correlation 2) agreement, and 3) accuracy. All reported values derive from the

validation of system-generated scores against those assigned by human evaluators. It is

important to note that since both agreement and accuracy rates are calculated based only

on classifications made by the system, their consecutive calculations do not impact these

figures. Moreover, the section classification-based model’s results and the readme classi-

fication model’s outcomes are represented by these two metrics. Overall system’s scoring

performance can be most effectively represented through correlation values while classi-

fication performance information may be gleaned from either of the two other measures

mentioned above.

5.3. Results

The system was evaluated using two different workflows we propose. A detailed

analysis was conducted for the section classification-based model. As for the readme

classification-based model, only its comparative results with the other model are provided.

5.3.1. Classification-Based System

We evaluated a factorial design of modeling choices: Labeling method, data

content, and scoring type, ending in 24 in different ways. As depicted in Table 5.2, the

results show that the system with the consecutive scoring using the classification model

trained on grouped sections that are labeled with the zero-shot method gives the highest

correlation (0.661) and agreement (0.648) value. This combination is still good performing

for accuracy, where the best-performing choice becomes parent+header+content input
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Labeling
Method

Labeling
Content Scoring Type Correlation Agreement Accuracy

Text Sim.

Content Base 0.549 0.521 0.665
Consecutive 0.554 0.521 0.665

Grouped Base 0.579 0.542 0.697
Consecutive 0.581 0.542 0.697

Header + Content Base 0.578 0.523 0.685
Consecutive 0.571 0.523 0.685

Parent + Header
+ Content

Base 0.568 0.528 0.692
Consecutive 0.569 0.528 0.692

Parent + Header Base 0.602 0.613 0.668
Consecutive 0.597 0.613 0.668

Header Base 0.497 0.479 0.637
Consecutive 0.473 0.479 0.637

Zero-Shot

Content Base 0.582 0.563 0.662
Consecutive 0.586 0.563 0.662

Grouped Base 0.651 0.648 0.697
Consecutive 0.661 0.648 0.697

Header + Content Base 0.631 0.631 0.665
Consecutive 0.626 0.631 0.665

Parent + Header
+ Content

Base 0.617 0.556 0.698
Consecutive 0.624 0.556 0.698

Parent + Header Base 0.594 0.540 0.608
Consecutive 0.587 0.540 0.608

Header Base 0.399 0.419 0.587
Consecutive 0.383 0.419 0.587

Table 5.2. Section Classification-Based System’s Evaluation Results

instead of grouped sections. On the other hand, the least successful system in terms of

correlation and accuracy rates was the one with consecutive scoring using the classification

model trained on the section headers labeled by zero-shot methods. The combination of

text similarity and header+content gives the lowest agreement score.

Method Corr. Agr. Acc.
Text Sim. 0.478 0.443 0.643
Zero-shot 0.486 0.469 0.632

Table 5.3. System Evaluation Results Based on Labeling Method of Training Data.

In terms of labeling methods as presented in Table 5.3, models trained with data

labeled via the zero-shot method emerged as the most successful on average, in terms of
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Labeling Section
Content Corr. Agr. Acc.

Content 0.485 0.448 0.635
Grouped 0.508 0.493 0.664
Header 0.404 0.401 0.600
Header + Content 0.498 0.475 0.645
Parent + Header 0.503 0.471 0.614
Parent + Header
+ Content 0.494 0.450 0.667

Table 5.4. System Evaluation Results Based on Labeling Content of Training Data.

Type Corr. Agr. Acc.
Base 0.571 0.547 0.663
Consecutive 0.568 " "

Table 5.5. System Evaluation Results Based on Scoring Types.

both correlation and accuracy. However, the text similarity method surpassed zero-shot

when evaluated solely on accuracy.

Upon assessing the average system performance relative to the content of the

training data as depicted in Table 5.4, we find that the grouped data produced the most

favorable results in terms of both correlations (0.508) and agreement (0.493). In the

domain of accuracy, the combination of parent+header+content yielded the peak score

(0.667), with the grouped data trailing just slightly behind. Conversely, the system trained

on header-labeled data delivered the lowest scores across all three metrics, rendering it the

least successful.

Examining the results from the perspectives of scoring and readme parsing meth-

ods, as presented in Table 5.5, the most successful average results were achieved when

sections were parsed individually, and base scoring was applied. Conversely, on average,

the least successful strategy involves grouped parsing and consecutive scoring.

When we evaluate the general impact of labeled data content on success rates, we

observe that texts encompassing more content yield higher performance. This finding

empowers the insufficiency of evaluating reproducibility solely based on headers. Addi-

tionally, both individually and on average, models trained with grouped data have proven

to be more successful. Considering that grouped data contains more than one section

together, we can conclude that classification models can learn better with more content.

Interestingly, when examining readme parsing methods, cases, where sections were
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System Corr. Agr. Acc.
Classification 0.568 0.528 0.692
Hierarchical 0.495 0.404 0.300

Table 5.6. System Evaluation Results Based on Evaluation Model.

treated individually were more successful than when they were grouped. This suggests that

a primary section that contains multiple subsections pertaining to different labels can result

in a decrease in the reproducibility score. So, this outcome underlines the significance

of the hierarchical structure of readme files. In short, the most successful combination

comprised models trained with comprehensive data classifying less extensive data.

Furthermore, even though the differences are slight, consecutive calculations have

reduced the reproducibility scores. Given the minuscule difference, we can infer that

there are not many consecutive sections on the same topic and that readme structures

are well-formed. As this calculation method reduces the score by averaging consecutive

sections, it also operates as an inherent penalizing mechanism, which is beneficial.

5.3.2. Hierarchical Transformers

In hierarchical transformer training, we utilized the data automatically labeled by

text-similarity with the highest human agreement rate (Table 4.5). The ground-truth labels

range from 0 to 6, indicating the number of checklist sections in a readme.

Table 5.6 delineates a comparative analysis of performance between the classi-

fication model and the hierarchical model, both trained on identical datasets. In all

assessments, the section classification-based system demonstrated superior performance.

However, the difference in correlation, which is the primary metric used to evaluate perfor-

mance, was only 15%. This difference, particularly when contrasting a holistic approach

like the hierarchical method, which assesses the entire readme at once, with an approach

that separately evaluates each section, holds substantial promise for future research.

See Appendix 2.1.1. for runtime details of processes.
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CHAPTER 6

WEB APPLICATION

The necessary software developments to make the designed system ready for use

have been implemented, and it has been made available as an accessible application1. In

this section, information about this application and software details is provided.

The software components are as follows:

• Streamlit: It is a library that enables the creation of web interfaces using Python.

Additionally, it provides a free hosting service on its servers. System developments

have been made using this library.

• HuggingFace: It offers a free model-sharing service. The trained models have been

uploaded to this platform.

6.1. Application Workflow

Figure 6.1. System Screen after URL Input

1https://repro-der.streamlit.app/
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Upon entering the website, the user inputs the GitHub URL of the code repository

they want to assess for reproducibility. The system queries the provided URL and searches

for an accessible Readme file. If it finds one, the system displays the Repository name and

the number of stars, as shown in Figure 6.1. On the other hand, if an accessible Readme

file is not found, or if an inappropriate GitHub URL is entered, a warning message will be

displayed.

Figure 6.2. System Parameters

If an appropriate Readme is found, the system will display the system parameters

as shown in Figure 6.2. The selected parameters will determine the model to be used. The

selectable parameters are as follows:

• Assessment Method: Represents the selection of models from the two different

flows indicated in Figure 4.1: Classification-based or Hierarchical-based. The

Hierarchical-based model does not take any other parameters. The other parameters

are available when the Classification-based system is selected.

• Automatic Labeling Method: Represents the methods used for automatic data la-

beling. It allows the user to choose which method will be used to label the data for

training the model.

• Automatic Labeling Content Type: Represents the content type used during au-

tomatic labeling, determining which content-labeled data will be used to train the

model.
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• Readme Parsing Type: Represents the parsing method for the Readme. It allows

the user to select whether sections will be taken individually or grouped under their

parent header.

• Reproducibility Scoring Type: Represents two different scoring methods for re-

producibility. The user can choose which method will be used to calculate the

reproducibility score.

After selecting the parameters, the user presses the "Analyze" button. The system

processes the Readme using the chosen model and calculates the reproducibility score.

The result is then shown to the user, as illustrated in Figure 6.3.

Figure 6.3. Reproducibility Score Output

If a classification-based model is selected, in addition to the reproducibility score,

the user will be presented with detailed analyses in four separate panels:

1. Sections: In this panel, the table of contents for the Readme is generated, and each

parsed section is displayed. By clicking on the sections, the user can access the

processed content along with classification details.
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Figure 6.4. Checklist Tab

2. Checklist: This panel displays the reproducibility checklist results for the Readme

(see Figure 6.4). It also provides information on how many sections correspond to

each checklist item.

3. Labels: In this panel, sections related to each checklist item are shown in grouped

form.

4. Analysis: In this panel, details related to the Readme are provided, as shown in

Figure 6.5.

When the hierarchical model is selected, the entire Readme is processed as a whole,

and no specific operations are conducted on individual sections. Consequently, only the

reproducibility score is generated, which limits the application’s ability to provide detailed

analyses compared to the classification-based system.

Overall, this application serves as a valuable tool for researchers to assess the

reproducibility of code repositories and facilitates the identification of any areas that need

improvement.
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Figure 6.5. Analysis Tab
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CHAPTER 7

CONCLUSION & FUTURE WORK

This study introduces an automated end-to-end system designed for evaluating

readme files within source code repositories, utilizing a machine learning reproducibility

checklist template as the guiding framework.

The models used in the system took into account the structural features of the

readme by employing different data combinations during their training phase. Conse-

quently, insights concerning the importance of document content were derived. Addition-

ally, the data were labeled using two distinct automated labeling methods, demonstrating

that compliance with specific standards can be assured and that more general models also

yield successful results.

Two distinct workflows were designed in the system. One generates scores through

a manual function depending on classification performance and presents both quantitative

and qualitative analysis results. On the other hand, by employing hierarchical models

and considering the entire document’s hierarchical structure, automatic score generation

was achieved in a single step. According to the results, scores provided through the

classification performance of readme sections proved to be more successful, although

hierarchical models also show promising outcomes.

Our results suggest that the presented framework has the potential to contribute

positively to reproducibility efforts, where a common academic consensus remains elusive

(Belz et al., 2021). Reviewers and researchers may utilize our developed tool to obtain

valuable feedback regarding the reproducibility of their projects through readme files.

In future studies, research could be conducted to improve the performance of

hierarchical models and to qualitatively evaluate their outputs. Simultaneously, the efficacy

of classification models can be augmented by filtering automatically labeled data based

on their labeling scores.

We acknowledge that the current methods of reviewing research papers are largely

45



manual, which can be both time-consuming and potentially subjective. Implementing au-

tomation or creating supportive tools could help to make these evaluations more objective

and efficient and enhance research and its reproducibility.(Yuan et al., 2021).

Additionally, an automated approach to evaluating shared codes could facilitate

a more holistic examination of studies, from inception to completion. Streamlining the

process of code evaluation would likely enhance reproducibility, providing a boost to the

pace of scientific advancements (Trisovic et al., 2022).

In conclusion, the development or use of tools capable of automating reproducibil-

ity assessments as supportive layers will directly affect the assessment and achievement

of reproducibility, and it can streamline the processes and reduce the time spent.
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APPENDIX A

METHODOLOGY

1.1. ACL Anthology Events

AACL, ACL, ANLP, CL, CoNLL, EACL, EMNLP, Findings, IWSLT, NAACL,

SemEval, *SEM, TACL, WMT, WS

1.2. Headers of Dropped Sections

get involved, problems, question, disclaimer, issues, miscellaneous, misc, trou-

bleshoot, reference, references, thoughts, abusive corpus, acknolwedgement, inquiries,

changes, ethical guidelines, change logs, citation, cite, credit, contact, licence, acknowl-

edgement, license, referense, contribution, contribute, contributing, author, changelog,

faq, citing, news, table of contents, note, links, updates, contributor, todo, acknowledg-

ment, leaderboard, structure, copyright, motivation, acknowledge, what new, bibtex
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APPENDIX B

EXPERIMENTS

2.1. Training Results Based on Section Contents

Zero Shot Text Similarity

Section Content Training
Loss

Validation
Loss Accuracy Training

Loss
Validation

Loss Accuracy

Header 0.60 0.83 0.71 0.54 0.74 0.72
Parent + Header 0.52 0.78 0.74 0.48 0.65 0.77
Content 0.64 0.83 0.71 0.51 0.73 0.73
Header + Content 0.61 0.85 0.70 0.50 0.75 0.72
Parent + Header + Content 0.56 0.80 0.72 0.47 0.71 0.74
Grouped 0.62 0.78 0.73 0.55 0.73 0.74

2.1.1. Runtime Information

Model training was done on Kaggle with T4x2 GPU. Other operations were done

on a computer with GTX1650, 16GB, and i7-10750H specifications.

2.1.1.1. Training

Section Classification Model: ∼ 1 hour for 3 epochs. Hierarchical Transformers

Model: ∼ 1.40 hours for 5 epochs.
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2.1.1.2. Labeling

Zero-shot: ∼ 4 hours. Text similarity: ∼ 12 min.

2.1.1.3. System Evaluation

Section Classification Model: ∼ 30 sec. Hierarchical Transformers Model: ∼ 45

sec.

2.1.1.4. Readme Parsing

Base: ∼ 1 sec for 100 readme files. Grouped: ∼3 sec for 100 readme files.
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