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ABSTRACT

RANDOMIZATION OF CERTAIN OPERATORS IN HARMONIC
ANALYSIS

In this thesis, we study the Hardy-Littlewood majorant problem randomized via

stochastic processes. Stationary processes, random walks and the Poisson processes are

used for randomization, and we show the Hardy-Littlewood majorant property holds al-

most surely for deterministic sets perturbed by these processes. We also perturb a very

large class of sparse sets, including the Green-Ruzsa set by Poisson processes and demon-

strate that the Hardy-Littlewood majorant property remains valid up to a negligible prob-

ability. Additionally, we investigate how randomization affects the expected values of

L2-norm and L4-norm of an exponential sum whose frequencies constitute an arithmetic

progression of larger step size. Furthermore, we estimate the expected value of the Ln-

norms, n ∈ 2N of exponential sums whose frequencies are randomized via Poisson pro-

cesses, and these norms can be interpreted as lattice points in regions or solutions of

diophantine equations in an average sense.
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ÖZET

HARMONİK ANALİZDEKİ BAZI OPERATÖRLERİN
RASTSALLAŞTIRILMASI

Bu tezde, stokastik süreçler aracılığıyla rastsallaştırılmış Hardy-Littlewood ma-

jorant problemi çalışılmıştır. Rastsallaştırma için durağan süreçler, rastgele yürüyüşler

ve Poisson süreçleri kullanılmış ve bu süreçlerle pertürbe edilmiş deterministik kümeler

için Hardy-Littlewood majorant özelliğinin neredeyse kesin olarak geçerli olduğu gös-

terilmiştir. Poisson süreçleri ile Green-Ruzsa kümesi de dahil olmak üzere çok büyük

bir seyrek küme sınıfını pertürbe edilmiştir ve Hardy-Littlewood majorant özelliğinin

ihmal edilebilir bir olasılıkla geç̧erliliğini sürdürdüğü gösterilmiştir. Ayrıca, frekansları

daha büyük adım boyutuna sahip bir aritmetik ilerleme oluşturan bir üstel toplamın L2-

normu ve L4-normunun beklenen değerlerinin rastsallaştırmadan nasıl etkilendiği incelen-

miştir. Dahası, Poisson süreçleriyle rastsallaştırılmış frekanslara sahip üstel toplamların

Ln-normlarının, n ∈ 2N, beklenen değeri kestirilmiş ve bu normlar, ortalama anlamda,

bölgeler üzerindeki tam sayı koordinatlı noktalar veya diyofant denklemlerinin çözümleri

olarak yorumlanır.
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CHAPTER 1

INTRODUCTION

Hardy-Littlewood conjectured that for all p ∈ [2,∞), there exists a positive con-

stant Kp such that for any set Γ ⊆ {1, 2, . . . ,M}, M ∈ N and any sequence (an)n∈Λ of

complex numbers with the condition sup
n∈Λ
|an| ≤ 1 we have

∥∥∥∥∑
n∈Γ

ane2πinx
∥∥∥∥

Lp(T)
≤ Kp

∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥

Lp(T)
, (1.1)

see (Hardy and Littlewood, 1935, 304–308). This conjecture is referred to as the Hardy-

Littlewood majorant problem in the literature, and the majorant property is the property

that the inequality (1.1) holds. Many contributions have been made to this problem over

the years. We now give details of these contributions in order.

First, Hardy and Littlewood pointed out that for even integer exponents p, one

trivially has Kp = 1 due to Parseval’s identity. They also observed that if K3 exists, then

it must be greater one . To see this, let g(x) = 1 + se2πix − bs3e6πix where b is a positive

real number and s is a sufficiently small positive real number. Let Q(x) = g(x)3/2. By the

Taylor series expansion of Q(x) up to the third power, we have

Q(x) =(1 + se2πix − bs3e6πix)3/2

=1 +

(
3/2
1

)
(se2πix − bs3e6πix) +

(
3/2
2

)
(se2πix − bs3e6πix)2

+

(
3/2
3

)
(se2πix − bs3e6πix)3 + · · ·

=1 +
3/2
1!

(se2πix − bs3e6πix) +
3/2(3/2 − 1)

2!
(se2πix − bs3e6πix)2

+
3/2(3/2 − 1)(3/2 − 2)

3!
(se2πix − bs3e6πix)3 + · · ·

=1 + 3/2se2πix + 3/8s2e4πix − (1/16 + 3b/2)s3e6πix + · · · .

1



Then

∫ 1

0
|g(x)|3dx =

∫ 1

0
|Q(x)|2dx

=

∫ 1

0
Q(x)Q(x)dx

=

∫ 1

0

[(
1 + 3/2se2πix + 3/8s2e4πix − (1/16 + 3/2b)s3e6πix + · · ·

)
(
1 + 3/2se−2πix + 3/8s2e−4πix − (1/16 + 3/2b)s3e−6πix + · · ·

)]
dx

= 1 +
9
4

s2 +
9

64
s4 + (1/16 + 3b/2)2s6 + · · · .

(1.2)

By choosing b = 1 and using (1.2) we see that ‖g(x)‖3 is greater than ‖G(x)‖3, where

G(x) = 1 + se2πix + bs3e6πix and hence ‖g(x)‖3/‖G(x)‖3 > 1.

Later on, (Boas, 1962, 255) proved that if Kp exists for every p > 2 that is not

an even integer then it must be greater than one. Boas used a method similar to the one

Hardy and Littlewood used to show K3 > 1. Let g1(x) = 1 + se2πix − γske2kπix where

k ≥ 3 is an integer, 2k − 4 < p < 2k − 2 and s > 0 is sufficiently small. By Taylor series

expansion of Q(x) = g1(x)p/2 up to k-th power, we have

Q(x) = (1 + se2πix − γske2kπix)p/2 =1 + d1(se2πix − γske2kπix) + d2(se2πix − γske2kπix)2 + · · ·

+dk(se2πix − γske2kπix)k + O(sk+1)

=1 + d1se2πix + d2s2e4πix + · · · + (dk − d1λ)ske2kπix

+O(sk+1).

2



Then

‖g1‖
p
p =

∫ 1

0
|g1(x)|pdx

=

∫ 1

0
|Q(x)|2dx

=

∫ 1

0
Q(x)Q(x)dx

=

∫ 1

0

[(
1 + d1se2πix + d2s2e4πix + · · · + (dk − d1γ)ske2kπix + O(sk+1)

)
(
1 + d1se−2πix + d2s2e−4πix + · · · + (dk − d1γ)rke−2kπix + O(sk+1)

)]
dx

=1 + d2
1 s2 + d2

2 s4 + · · · + (dk − d1γ)2s2k + O(s2k+2).

(1.3)

Since k ≥ 3 is an integer and 2k − 4 < p < 2k − 2, we have

dk =

(
p/2
k

)
=

p/2(p/2 − 1)(p/2 − 2) · · · (p/2 − k + 1)
k!

< 0.

If we take γ = −dk/d1, where d1 = p/2 > 0 then from (1.3) we see that ‖g1(x)‖p is greater

than ‖G1(x)‖p, where G1(x) = 1 + se2πix + γske2kπix and hence ‖g1(x)‖p/‖G1(x)‖p > 1.

1.1. Failure of the majorant property

Bachelis proved that the majorant property fails for each p < {2, 4, . . . } by showing

that the constant Kp in (1.1) grows without bound as |Γ| → ∞ (Bachelis, 1973, 121). To

do this, Bachelis applied a technique, which is introduced to him by Yitzhak Katznelson.

First, observe that if f1(x) and f2(x) are integrable functions on [0, 1], and if f2(x) is a

periodic function with the period one then we have

lim
t→∞

∫ 1

0
f1(x) f2(tx)dx =

∫ 1

0
f1(x)dx

∫ 1

0
f2(x)dx. (1.4)

Let g̃(x) = g1(x)g1(tx) and G̃(x) = G1(x)G1(tx) where g1(x) and G1(x) are given as above.

Since the absolute values of the coefficients of g1(x) are less than those of G1(x), the same

3



holds for g̃(x) and G̃(x). Then using (1.4) and Boas’s result above we obtain

‖g̃(x)‖p

‖G̃(x)‖p
> C2

for sufficiently large t, where C > 1. Continuing in this manner, we see that the constant

Kp can not exist.

1.2. The quantitative behaviour of the constant Kp

Even though the Hardy-Littlewood majorant property does not hold for all p ≥ 2,

there has been interest in studying the behaviour of the constant in (1.1) to quantify this

failure. For this purpose, let us define

Kp(M) := sup
Γ⊆{1,2,...,M}

Kp(Γ),

where

Kp(Γ) =

sup
|an |≤1

∥∥∥∥∑
n∈Γ ane2πinx

∥∥∥∥
Lp(T)∥∥∥∥∑

n∈Γ e2πinx
∥∥∥∥

Lp(T)

.

One of the main reasons to pay attention to the quantitative behaviour of Kp(M) is

its connection with restriction conjecture for the Fourier transform in harmonic analysis.

Localized version of this conjecture can be stated as follows. Let f be a smooth function

on the unit sphere Sd−1 ⊆ Rd with ‖ f ‖∞ ≤ 1. Then for each ε > 0 and all p > 2d/(d − 1)

there is a constant Bd,p such that

‖ f̂ dσ‖Lp(B(R)) ≤ Bd,pRε,

where B(R) is the closed ball centered at the origin on Rd and σ is the rotational invariant

measure on the unit sphere. In light of (Mockenhaupt, 1996, 25–30), if we can show

that Kp(A) ≤p,ε Mε for certain sets A ⊆ {1, 2, . . . ,M}, then local restriction conjecture

immediately follows. Mockenhaupt also proved that Kp(M) has a lower bound Mc/ log log M

for all p ∈ (2, 4), where c is some positive constant (for details, see (Mockenhaupt, 1996,

4



1–56)).

Now it is natural to ask whether for any p ≥ 2 and any ε > 0 we have

Kp(M) ≤p,ε Mε (1.5)

or not. This question can be considered as a relatively less strong version of the Hardy-

Littlewood majorant problem.

The inequality (1.5) was disproved by (Green and Ruzsa, 2004, 513) for p = 3,

that is, there exists a constant α > 0 such that K3(M) & Mα. Furthermore, it was disproved

by (Mockenhaupt and Schlag, 2009, 1194) for each p > 2 that is not an even integer. To be

more precise, for a large enough M there is a positive constant γp, a sequence η j ∈ {−1, 1}

and a frequency set A = [0,M] ∩ Z such that we have

∥∥∥∥∑
n∈A

η je2πinx
∥∥∥∥

p
≥ Mγp

∥∥∥∥∑
n∈A

e2πinx
∥∥∥∥

p
.

1.3. The majorant problem in combinatorial problems

Hardy-Littlewood majorant problem appears in some combinatorial problems as

well. (Green, 2005, 1610) proved that for the set of the form PM = P ∩ [1,M] and p ≥ 2,

where P denotes the set of prime numbers we have

sup
|an |61

∥∥∥∥ ∑
n∈PM

ane2πinx
∥∥∥∥

Lp(T)
≤ Kp

∥∥∥∥ ∑
n∈PM

e2πinx
∥∥∥∥

Lp(T)
,

for some constant Kp > 0 that depends only on p. Ben Green used a different form of

this result for p = 5/2 to prove that every subset A of P with positive upper density, i.e.

lim supM→∞
|A∩PM |

|PM |
> 0 includes a nontrivial arithmetic progression of length three.

In (Krause et al., 2016, 168), the authors constructed a wide class of sparse deter-

ministic sets Λ ⊂ N with zero upper density and showed that Hardy-Littlewood majorant

5



property holds on these sets, that is, we have

sup
|an |61

∥∥∥∥ ∑
n∈Λ∩[1,M]

ane2πinx
∥∥∥∥

Lp(T)
≤ Kp

∥∥∥∥ ∑
n∈Λ∩[1,M]

e2πinx
∥∥∥∥

Lp(T)
,

where p ≥ pΛ. Here, the upper density of a set Λ ⊂ N is defined by

lim sup
M→∞

|Λ ∩ [1,M]|
M

.

Piatetski-Shapiro primes of type γ < 1(γ is close enough to 1 ) are given by

Pγ = P ∩ {bn1/γc : n ∈ N}.

These sets are called thin subsets of primes. Leonidas Daskalakis introduced the sets

of primes PB, which can be seen as generalized Piatetski-Shapiro primes (for details,

see (Daskalakis, 2024, 114)). On these sets, Leonidas Daskalakis showed that Hardy-

Littlewood majorant property holds. More precisely, let c1 ∈ [1, 16/15), c2 ∈ [1, 17/6)

and p > 2 +
62−62γ

16γ1+17γ2−32 . There exists a positive constant C = C(p, h1, h2, ψ) > 0 such that

for any M ∈ N and any (an)n∈N sequence of complex numbers such that |an| ≤ 1 for all

n ∈ N, we have

∥∥∥∥ ∑
n∈PB∩[1,M]

ane2πinx
∥∥∥∥

Lp(T)
≤ C

∥∥∥∥ ∑
n∈PB∩[1,M]

e2πinx
∥∥∥∥

Lp(T)
.

.

1.4. The majorant problem in d-dimesional space

A d-dimensional, slightly different version of the Hardy-Littlewood majorant prop-

erty has been investigated in (Gressman et al., 2023, 146–147). The authors refer to this

as the strict majorant property, which is defined as follows.

Definition 1.1 Let Γ ⊆ Zd and p > 0 be given. The strict majorant property on Lp(Td) is

6



the property that the inequality

∥∥∥∥∑
n∈Γ

ane2πin·x
∥∥∥∥

Lp(Td)
≤

∥∥∥∥∑
n∈Γ

Ane2πin·x
∥∥∥∥

Lp(Td)

holds for any real sequences (an)n∈Γ and (An)n∈Γ with |an| ≤ An.

This problem is considered for affinely independent sets.

Definition 1.2 Let m ∈ Zd and let (1,m) be a vector in Zd+1. A set A ⊆ Zd is said to be

affinely independent if Ã = {(1,m) ∈ Zd+1 : m ∈ A} is a linearly independent set in Zd+1.

Let us give an example of an affinely independent set to make it more understandable. Let

A = {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0)} ⊆ Z3,

and

Ã = {(1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (1, 1, 1, 0)}.

Let M be a matrix whose rows consist of elements of Ã. Since det(M) = 1 , 0, A is

affinely independent set.

The authors showed that the strict majorant property holds for affinely independent

subsets of d-tuples of integers, that is, for an integer d ≥ 1, a non-empty set Γ ⊆ Zd

satisfies the strict majorant property on Lp(Td) for every p > 0 if and only if Γ is affinely

independent. Moreover, if Γ is not affinely independent, there is a non-negative integer k,

and real sequence (an)n∈Γ such that for every p ∈ (2k, 2k + 2), we have

∥∥∥∥∑
n∈Γ

|an|e2πin·x
∥∥∥∥

Lp(Td)
<

∥∥∥∥∑
n∈Γ

ane2πin·x
∥∥∥∥

Lp(Td)
.

Particularly, the strict majorant property holds for each set Γ ⊆ Zd provided that the

number of elements of Γ is at least d + 2.
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1.5. A probabilistic approach to the majorant problem

Although (1.5) does not hold in general Mockenhaupt and Schlag approached

this problem differently. This problem was considered for random sets of integers Γ ⊆

{1, 2, . . . ,M} of size Mγ, 0 < γ < 1 and it was shown that the majorant property is almost

surely valid for these sets. Before we present how Schlag and Mockenhaupt did this

randomization, we briefly summarize their work. We start with explaining where the size

restriction on a set Γ comes from. By using Hausdorff-Young’s inequality and the basic

lower bound
∥∥∥∥∑

n∈Γ e2πinx
∥∥∥∥

p
& |Γ|M−1/p we have

sup
|an |61

∥∥∥∥∑
n∈Γ

ane2πinx
∥∥∥∥

p
.

(
M
|Γ|

)1/p ∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥

p
. (1.6)

Therefore the desired size restriction follows from (1.6).

For any odd integer p > 2, it was shown in (Mockenhaupt and Schlag, 2009, 1191)

that

sup
|an |61

∥∥∥∥∑
n∈Γ

ane2πinx
∥∥∥∥p

p
≤

∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥

2

∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥p−1

2(p−1)
. (1.7)

If we suppose that

∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥

2

∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥p−1

2(p−1)
≤ CεMε

∥∥∥∥∑
n∈Γ

e2πinx
∥∥∥∥p

p
(1.8)

for any ε > 0 then clearly the inequality (1.5) holds.

For the set of squares if p = 3m + 1 for m ∈ N then it was observed in (Mocken-

haupt and Schlag, 2009, 1192–1193) that (1.8) holds, and hence we have

sup
|an |61

∥∥∥∥ M∑
n=1

ane2πin2 x
∥∥∥∥

p
≤ CεMε

∥∥∥∥ M∑
n=1

e2πin2 x
∥∥∥∥

p
.

The final argument is to plug random sets into the majorant problem. Let us

consider the following random set defined by

Γ(ω) = {n ∈ {1, 2, . . . ,M}| ξn(ω) = 1}, (1.9)
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where ξn’s are independent identically distributed selector variables satisfying P(ξn = 1) =

α = 1 − P(ξn = 0) for 0 < α < 1. In other words, the set (1.9) is actually constructed by

choosing every integer from the set {1, 2, . . . ,M} with the same probability.

It was shown in (Mockenhaupt and Schlag, 2009, 1193) that

E
∥∥∥∥ ∑

n∈Γ(ω)

e2πinx
∥∥∥∥p

p
≈ αpMp−1 + (αM)p/2 (1.10)

for p ≥ 2. Observe that, if we take α = M
2
p−1 then the right-hand side of (1.10) equals

to 2M. From this the inequality (1.8) holds and so does the inequality (1.5). But the

inequality (1.8) does not hold except for α = M
2
p−1.

Schlag and Mockenhaupt managed to show that the majorant property holds on

the set Γ(ω) where α = M−δ and 0 < δ < 1, up to a negligible probability. To be more

explicit we have for any ε > 0

P

 sup
|an |61

∥∥∥∥ ∑
n∈Γ(ω)

ane2πinx
∥∥∥∥

Lp(T)
≥ Mε

∥∥∥∥ ∑
n∈Γ(ω)

e2πinx
∥∥∥∥

Lp(T)

 −→ 0

as M −→ ∞. One can find more details in (Mockenhaupt and Schlag, 2009).

1.6. Main results of the first part

In the first part of this thesis, we perturb deterministic sets by stationary processes,

Poisson processes and simple random walks and obtain the following theorems respec-

tively.

Theorem 1.1 Let {X j} j∈N be a stationary process taking only integer values. Let the prob-

ability mass function of the random variables in our process be denoted by µ : Z → R.

Let A ⊂ N be any finite nonempty subset. Then for any 1 ≤ p < ∞ and any ε > 0 we have

|A|p .µ,p E
∥∥∥∥∑

j∈A

e2πiyX j

∥∥∥∥p

p
≤ |A|p, (1.11)

E sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyX j

∥∥∥∥p

p
.µ,p E

∥∥∥∥∑
j∈A

e2πiyX j

∥∥∥∥p

p
, (1.12)
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lim
|A|→∞

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyX j

∥∥∥∥
p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyX j

∥∥∥∥
p

]
= 0. (1.13)

Analogues of these results for p = ∞ also hold.

Let us consider the following heuristic argument. A stationary process repeats

the same values with the same probabilities. Therefore the exponential sum in (1.11)

behaves like a an |A|-fold sum of the same exponential e2πiyX j. The above result gives a

confirmative answer to this heuristic. From this we obtain (1.12) and (1.13) immediately.

(1.12) means that the Hardy-Littlewood majorant property holds on an average sense and

(1.13) is indeed the Hardy-Littlewood majorant property for generic sets as in the contexts

of Schlag-Mockenhaupt.

We need to consider the set A to be of interval form for Poisson processes. Since

the analogue of (1.11) in this case does not hold, that is the left hand side depends not

only on the cardinality but on the structure of the set. In spite of this technical difficulty

we also prove the analogue of Theorem 1.2 for the set A, 2 ≤ p ≤ 4.

Theorem 1.2 Let {N(t)}t≥0 be a Poisson process of intensity 1. Then for any 2 ≤ p < ∞

we have

E
∥∥∥∥ M∑

j=1

e2πiyN( j)
∥∥∥∥p

p
≈p Mp−1, (1.14)

E sup
|a|≤1

∥∥∥∥ M∑
j=1

a je2πiyN( j)
∥∥∥∥p

p
.p E

∥∥∥∥ M∑
j=1

e2πiyN( j)
∥∥∥∥p

p
, (1.15)

lim
M→∞
P
[

sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyN( j)
∥∥∥∥p

p
≥ Mε

∥∥∥∥ M∑
j=1

e2πiyN( j)
∥∥∥∥p

p

]
= 0. (1.16)

Analogues of these results for p = ∞ also hold.

Since E
[
N( j)

]
= V

[
N( j)

]
= j, heuristically we have N( j) ∼ j with high probability

and using this we can guess (1.14).

Theorem 1.3 Let {N(t)}t≥0 be a Poisson process of intensity 1. Let d > 1 be an integer.

Let A ⊂ N be a finite nonempty subset. Then for any 2 ≤ p ≤ 4 we have

|A|p/2 ≤ E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥p

p
.p


|A|p/2 log3p/8(1 + |A|) for d = 2

|A|p/2 for d ≥ 3,
(1.17)
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E sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥p

p
.p


Cε |A|εE

∥∥∥∥∑
j∈A e2πiyN( jd)

∥∥∥∥p

p
for d = 2

E
∥∥∥∥∑

j∈A e2πiyN( jd)
∥∥∥∥p

p
for d ≥ 3,

(1.18)

lim
|A|→∞

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥p

p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥p

p

]
= 0. (1.19)

Let us explain the relation between Chang’s conjecture and the above theorem.

Since the inequality (1.17) is obtained for an arbitrary A ⊆ {1, 2, . . . ,M}, Chang’s con-

jecture holds in an average sense. We refer to Section 1.12 for more details about this

conjecture.

Theorem 1.4 Let {R( j)} j∈Z+
be a simple random walk. Then for any 2 ≤ p < ∞ we have

E
∥∥∥∥ M∑

j=1

e2πiyR( j)
∥∥∥∥p

p
≈p Mp−1/2, (1.20)

E sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)
∥∥∥∥p

p
.p E

∥∥∥∥ M∑
j=1

e2πiyR( j)
∥∥∥∥p

p
, (1.21)

lim
M→∞
P
[

sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)
∥∥∥∥p

p
≥ Mε

∥∥∥∥ M∑
j=1

e2πiyR( j)
∥∥∥∥p

p

]
= 0. (1.22)

Analogues of these results for p = ∞ also hold.

Since E
[
|R( j)|

]
≈
√

j and V
[
R( j)

]
= j, heuristically we have |R( j)| ≈

√
j with high

probability and using this we can guess (1.20).

If for a process X( j) we have X( j) ≈ j1−α, 0 ≤ α ≤ 1 with high probability, then

we may see this as a value being repeated Mα times, and write

E
∥∥∥∥ M∑

j=1

e2πiyX( j)
∥∥∥∥p

p
≈ E

∥∥∥∥Mα
M1−α∑
j=1

e2πiy j
∥∥∥∥p

p
≈ Mpα+(p−1)(1−α) = Mp−1+α, (1.23)

and this is a very effective heuristic to guess what happens for other processes.

Next we consider the Green-Ruzsa set in (Green and Ruzsa, 2004) defined by

ΛD,k =
{ k−1∑

j=0

d jD j| d j ∈ {0, 1, 3}
}
,
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for any integer D ≥ 5 and k ∈ N. We perturb this set via the Poisson process, and then

investigate the Hardy-Littlewood majorant property on this set. Indeed, it stems solely

from the sparsity of this set. Thus the following theorem is obtained for a very large class

of sparse sets.

Theorem 1.5 Let {N(t)}t≥0 be a Poisson process of intensity 1. Let A ⊂ N∪ {0} be a finite

nonempty subset such that for any N ∈ N, n ∈ Z

∣∣∣A ∩ [n − M, n + M]
∣∣∣ ≤ CAMα,

with CA is a constant that depends only on A. If α < 1/3 for any 2 ≤ p ≤ 4 we have

|A|p/2 ≤ E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥p

p
.α,CA |A|

p/2, (1.24)

E sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
.α,CA E

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

p
, (1.25)

lim
|A|→∞

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

p

]
= 0, (1.26)

where the limit is taken over A for which supA CA < ∞ and supA α < 1/3.

1.7. Norms of random trigonometric polynomials

In d-dimensional space, a random trigonometric polynomial is defined by

f (x) :=
∑
A⊆Zn

Xnane2πin·x, x ∈ [0, 1]d,

where A is finite subset, an ∈ C, n = (n1, n2, . . . , nd) and {Xn}n∈A is a sequence of indepen-

dent identically distributed random variables

Definition 1.3 A sequence {εn}n∈N of random variables is called a Rademacher sequence

if εn’s are independent identically distributed random variables satisfying

P(εn = 1) =
1
2

and P(εn = −1) =
1
2
.
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Especially, L∞-norm of random trigonometric polynomials has been studied through-

out the years. For the given random trigonometric polynomial

P(x) =

N∑
n=0

εnan cos(nx + φn),

where ε1, ε2, . . . , εn is Rademacher sequence and {φn} is a sequence of real numbers,

(Salem and Zygmund, 1954, 245–248) showed that

P
(
‖P‖∞ < λ

[∑
a2

n log N
]1/2

)
(1.27)

is approximately 1 when N or λ is big enough. One of the immediate result of (1.27) is

significant. Let a1, a2, . . . , an be complex numbers and {εn}
N
n=1 be a Rademacher sequence.

Then L∞-norm of

f (t) =

N∑
n=1

εnaneint

less than or equal to C(
∑N

n=1 |an|
2 log N)1/2, where C > 0. In other words,

P

‖ f ‖∞ ≤ C

 N∑
n=1

|an|
2 log N

1/2
is almost equal to 1 for a sufficiently large number N.

Salem and Zygmund’s result was extended to a more general sequence of random

variables by (Kahane, 1985, 69–72) , namely a sequence of independent random variables

{ξn}, which satisfies the condition E(eλξn) ≤ eλ
2/2, and obtained the following result.

Theorem A Let us consider a random trigonometric polynomial

P(x) =
∑

ξn fn(x),

where fn are real or complex trigonometric polynomials of degree less than or equal to

13



N, {ξn} is subnormal sequence, and
∑

is finite sum. We have

P
(
‖P‖∞ ≥ C

[∑
‖ fn‖

2 log N
]1/2

)
≤

1
N2 ,

for some absolute constant C.

Kahane also obtained an analogue of the previous theorem for random trigono-

metric polynomials in s-variables.

Theorem B Let us consider a random trigonometric polynomial in s- variables

P(t1, t2, . . . , ts) =
∑

ξn fn(t1, t2, . . . , ts),

where the fn are complex trigonometric polynomials of degree less than or equal to N, ξn

a subnormal sequence
∑

is a finite sum. Then we have

P
(
‖P‖∞ ≥ C

[
s
∑
‖ fn‖

2
∞ log N

]1/2
)
≤ N−2e−s

for some absolute constant C.

Littlewood polynomials are defined by

p(x) =

n−1∑
j=0

a jx j,

where a j ∈ {−1, 1}. It was conjectured by (Littlewood, 1966, 367-370) that, we can find

pn such that

C1

√
n + 1 ≤ |pn(z)| ≤ C2

√
n + 1 (1.28)

for all complex numbers with property |z| = 1. The confirmative answer to this conjecture

is given in (Balister et al., 2020, 980–985) by constructing an infinite family of Littlewood

polynomials, which satisfies (1.28).

A notable effort was made to estimate the expected value of L4-norm of a Little-

wood polynomial of degree n in (Newman and Byrnes, 1990, 42–45) and it was shown
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that

E(‖p‖44) ≤ 2(n + 1)2 − (n + 1).

The following theorem was obtained by (Borwein and Lockhart, 2001, 1463-

1467) to estimate the expected value of Lp- norm of a random polynomial

qn(θ) =

n−1∑
k=0

Xkeikθ,

where θ ∈ [0, 2π].

Theorem C Fix 0 < p < ∞. Assume that random variables Xk k ≥ 0, are independent

and identically distributed, have mean 0, variance equal to 1 and if p > 2, a finite p-th

moment E(|Xk|
p). Then

E(‖qn‖
p
p)

np/2 −→ Γ(1 + p/2)

as n −→ ∞. If in addition, E(|Xk|
2p) < ∞ then

‖qn‖p

n1/2 −→ Γ(1 + p/2)1/p

in probability, and
E(‖qn‖p)

n1/2 −→ (Γ(1 + p/2)1/p)1/p.

1.8. On the convergence of random Fourier series

Over the years, random Fourier series has been studied. Most of the attention is

on convergence of these series. A random fourier series is defined by

∞∑
n=0

anXne2πinx, x ∈ [0, 1],

where {Xn}
∞
n=0 is a sequence of independent random variables and {an}

∞
n=0 is a sequence of

complex numbers. (Paley and Zygmund, 1930, 337–345) studied a problem concerning

the uniform convergence almost surely of the random Fourier series and obtained the
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following pioneering result. For the random Fourier series

∞∑
n=0

cnεne2πnx,

where {cn}
∞
n=0 is a sequence real numbers with

∑∞
n=0 c2

n = 1 and {εn}
∞
n=0 is Rademacher

sequence, it is uniformly almost surely convergent if

∞∑
n=2

c2
n(log n)1+ε < ∞, ε > 0.

In (Salem and Zygmund, 1954, 250–260), the authors slightly changed the previ-

ous Fourier series and showed that for the random Fourier series

∞∑
n=0

cnεn cos(nx + αn),

where 0 ≤ αn ≤ 2π are real numbers and {εn}
∞
n=0 is Rademacher sequence, it is uniformly

almost surely convergent if
∞∑
j=2

(∑∞
n=k c2

n

)1/2

k(log k)1/2 < ∞.

The results above were generalized by (Kahane, 1985, 50-60) replacing Rademacher

sequence with symmetric complex valued random variable and obtained the following re-

sult. Let

X(x) =

∞∑
n=0

cnηn cos(nx + φn), x ∈ [0, 2π],

where {ηneiφn} is a sequence of independent symmetric complex valued random variable

(ηn and φn real) with E|ηn|
2 = 1 and

∑∞
n=0 c2

n = 1. Then this series converges almost surely

for each x ∈ [0, 2π].

In (Talagrand, 1995, 777) the uniform convergence of the random Fourier series

of the form
∞∑

n=1

Xn

n
e2πnx, x ∈ [0, 1],

was investigated, where {Xn} is a sequence of independent identically distributed random

variables. The origin of this problem is to seek integrability conditions on a function f

to ensure the convergence almost everywhere of its Fourier series. It was shown that for
16



a given sequence {Xn} of independent and identically distributed random variables with

E(Xn) = 0, the random Fourier series

∞∑
n=1

Xn

n
e2πinx, x ∈ [0, 1]

converges uniformly with negligible probability if and only if E(|X| log log(max(ee, |X|)))

is finite.

1.9. Stochastic integrals

We dive into the world of stochastic integrals. For this purpose, we first give the

definition of a Brownian motion and a simple stochastic process, respectively.

Definition 1.4 Let (Ω,F ,P) be a probability space. Assume there exists a continuous

function Wt(ω) with t ≥ 0 and W0(ω) = 0 for every ω ∈ Ω. Then Wt(ω) is said to be a

Brownian motion if for any partition 0 = t0 < t1 < · · · < tn,

Wt1 −Wt0 ,Wt2 −Wt1 , . . . ,Wtn −Wtn−1

are all independent increments and every increment is normally distributed with mean 0

and variance ti+1 − ti.

Definition 1.5 Let 0 = t0 < t1 < · · · < tn = T be a partition of the interval [0,T ].

A stochastic process (S t(ω))t≥0 on [0,T ] is said to be simple if it is constant on each

subinterval [ti, ti+1).

1.9.1. Itô’s integral

We first devise Itô’s integral for simple integrands. Let (S t(ω))t≥0 be a simple

stochastic process adapted to the filtration (Ft)t≥0 associated with a Brownian motion
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Wt(ω). Then Itô integral of it is defined by

I(T ) =

∫ T

0
S t(ω)dWt(ω) =

∫ T

0
S tdWt =

n−1∑
i=0

S ti[Wti+1 −Wti].

It is possible to extend Itô’s integral to non-simple integrands. Let Xt be a general stochas-

tic process that is adapted to the filtration Ft and has the square-integrability condition

E

∫ T

0
X2

t dt < ∞. (1.29)

We can always construct a sequence (S t)n of simple processes on [0,T ], which

converges to Xt, that is

lim
n→∞
E

∫ T

0
|(S t)n − Xt|

2dt.

Then Itô’s integral of a general stochastic process Xt is defined by

I(T ) :=
∫ T

0
XtdWt = L2- lim

n→∞

∫ T

0
(S t)ndWt.

Here the notation L2- limn→∞ Yn = Y stands for limn→∞ E
(
|Yn − Y |2

)
= 0, where {Yn} is a

sequence of random variables.

Let Xt and Yt be general stochastic processes that obey the integrability conditions.

Then the Itô integral I(t) =
∫ t

0
XudWu for 0 ≤ t ≤ T enjoys with the following properties:

• I(t) itself is a stochastic process.

• (Continuity) The function t 7→ I(t) is continuous.

• (Adaptivity) I(t) is Ft-measurable for all t.

• (Linearity) If I(t) =
∫ t

0
XudWu and H(t) =

∫ t

0
YudWu then we have

aI(t) ± bH(t) =

∫ t

0
(aXu ± bYu)dWu

for all a, b ∈ R.

• (Martingale) I(t) is a martingale.
18



• (Itô Isometry) EI2(t) = E
∫ t

0
X2

udu.

• (Quadratic variation) [I, I](t) =
∫ t

0
X2

udu.

We refer to preliminaries for further information about the objects that we do not

define explicitly in this subsection.

1.10. On the stochastic Fourier transformation

In (Ogawa, 2013, 286–294) the idea of the stochastic Fourier transformation was

introduced. Let us first deploy preliminary concepts about this subject. We will consider

the standard real Brownian function W(x, ω) on a filtered probability space (Ω,F , {Fx},P),

where {Fx, x > 0} stands for a natural filtration with respect to Brownian motion. Let H

be the space of totality of measurable real random functions f (x, ω) on B[0,1] × F where

B[0,1] is the Borel field. Let {ϕn(x)|n ∈ N} be an orthonormal basis in the real Hilbert space

L2(0, 1) with the condition

sup
x
|ϕn(x)| < ∞ for all n ∈ N.

Definition 1.6 Let f (x, ω) ∈ H be a random function. The stochastic Fourier coefficient

of f̂n(ω) of f with respect to a fixed orthonormal basis {ϕn} is defined as follows.

f̂n(ω) :=
∫ 1

0
f (x, ω)ϕn(x)d∗Wx,

where
∫ 1

0
d∗Wx denotes a stochastic integral of non-casual type. The function f is casual

if f is adapted to the natural filtration {Fx}. Otherwise we call it noncasual.

In harmonic analysis, the following question holds significant importance: Under

what conditions can we reconstruct a function from its Fourier coefficients? S. Ogawa

studied this question for the following class of functions. Let (Ω,G[0,1],P) be the Wiener

space with G[0,1] := σ{Ws|s ∈ [0, 1]}. Let

M2 := { f ∈ L2([0, 1] ×Ω, dx × dP)|}.
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be adapted to the filtration {G[0,x], x > 0}. The stochastic Fourier coefficient of f̂n of the

casual function f ∈ M2 is given by

f̂n(ω) :=
∫ 1

0
ϕn(x) f (x, ω)d0Wx,

where
∫ 1

0
d0Wx denotes the Itô integral. The following result is due to (Ogawa, 2013,

288).

Theorem D Any casual random function f ∈ M2 can be reconstructed from its stochastic

Fourier coefficients { f̂n(ω)}.

1.11. Stochastic oscillatory integrals

We start with the definition of a abstract Wiener space.

Definition 1.7 Let X be a separable Banach space, µ be a Gaussian measure and H be the

Cameron-Martin space. Any triple (X, µ,H) is called abstract Wiener space. Moreover, if

we take the space of continuous paths X = C[0, 1] as Banach space then it is called the

classical Wiener space.

A stochastic oscillatory integral is defined by

I(λ) :=
∫

X
eiλq(x)ψ(x)dµ(x),

where X is a real abstract Wiener space with Wiener measure µ and q, ψ are real val-

ued Wiener functionals. On finite dimensional Euclidean spaces, we have asymptotic

behaviour of oscillatory integrals as a consequence of method of principle of stationary

phase (for details, see (Stein and Murphy, 1993, 60–90)). On the other hand, (Copson,

1965) showed that the principle stationary phase is still eligible in infinite dimensional

space. This type of an asymptotic behaviour has been investigated for stochastic oscilla-

tory integrals on infinite dimensional Wiener space X and some estimates are obtained in

(Malliavin and Taniguchi, 1997, 470–475) and (Taniguchi, 1998, 424–428) . Note that,

for general q and ψ, method of stationary phase has not been completely carried out yet.
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Since we do not intend to bother readers with sophisticated arguments we do not give

details of their study.

Let us consider the oscillatory integral

∫ 1

0
eiξW(t)dt,

where the phase function is the Brownian motion W(t). More explicitly, the Brownian

motion here is defined as

W(t) := X0t +
√

2
∞∑

n=1

1
2πn

(Xnsin(2πnt) + Yn(1 − cos(2πnt))) ,

where the sequences {Xn}n≥0 and {Yn}n≥1 consist of independent identically distributed

random variables each of which has normalized Gaussian distribution.

The following result is due to (Kahane, 1985, 240–245).

Theorem E Almost surely, there exists C > 0 such that for all |ξ| ≥ 1, we have

∣∣∣∣∣∣
∫ 1

0
eiξW(t)dt

∣∣∣∣∣∣ ≤ C|ξ|−1
√

log |ξ|.

This result is important since it shows that if we replace the phase function with

the Brownian motion, we still observe a similar decay rate as in the following oscillatory

integral, due to Van Der Corput, that is, assume that φ : [0, 1]→ R is n times continuously

differentiable phase function with φ(n) ≥ 1. Then there exists an absolute constant cn such

that for each |ξ| ≥ 1 ∣∣∣∣∣∣
∫ 1

0
eiξφ(x)dx

∣∣∣∣∣∣ ≤ cn|ξ|
−1/n,

where n ≥ 2. Note that if the first derivative of the phase function above is monotone then

this oscillatory integral decays as a rate of 1/|ξ|.
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1.12. The number of solutions of diophantine equations via norms

of exponential sums

L2n-norms, where n ∈ N of exponential sums are related to solutions of symmetric

homogeneous diophantine equations as follows:

∥∥∥∥∑
j∈A

e2πi jy
∥∥∥∥2n

L2n(T)
=

∣∣∣∣∣∣∣
{

( j1, j2, . . . , jn, k1, k2, . . . , kn) ∈ A2n :
n∑

i=1

ji =

n∑
i=1

ki

}∣∣∣∣∣∣∣ , (1.30)

which also equals

∑
m∈Z

∣∣∣{( j1, j2, . . . , jn) ∈ An : j1 + j2 + · · · + jn = m
}∣∣∣2, (1.31)

where A ⊂ Z is a finite set and | · | denotes cardinality. Estimating the number of solu-

tions of (1.30),(1.31) in terms of cardinality of A has been a very popular topic among

mathematicians. We have approximately n!|A|n trivial solutions for the sets in (1.30),

and this can be obtained by choosing (k1, k2 . . . , kn) to be a permutation of ( j1, j2, . . . , jn).

Therefore we need to estimate the number of nontrivial solutions. Indeed there may be no

nontrivial solutions for certain A, n. Observe that each element in the sets (1.31) is indeed

representations of m by elements of An, and we will denote the cardinality of these sets

by RAn(m).

In general, A is taken as d−powers of the subset {1, 2, 3 . . . ,M}, and owing to this

an estimation in terms of M is necessary. For these sets we aim to estimate the number of

solutions of the diophantine equation given by a homogenous form:

∣∣∣∣∣∣∣
{

( j1, j2, . . . , jn, k1, k2, . . . , kn) : 1 ≤ ji, ki ≤ M,
n∑

i=1

jd
i =

n∑
i=1

kd
i

}∣∣∣∣∣∣∣ . (1.32)

In this particular case the elements of the sets (1.30) are representations of m by n d-

powers and their cardinalities are denoted by

Rn,d,M(m) :=
∣∣∣{( j1, j2, . . . , jn) : 1 ≤ ji ≤ M, jd

1 + jd
2 + · · · + jd

n = m
}∣∣∣. (1.33)
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These problems can be considered as finding lattice points on a variety in affine or pro-

jective plane as well.

We now utilize the following well known heuristic argument to have an opinion

on the cardinality of the sets (1.32), (1.33). Since there are M choices for each ji, where

i ∈ {1, 2, . . . , n} and any sum of the form jd
1 + jd

2 + · · ·+ jd
n takes an integer value between 1

and nMd there exist, on average, Mn−d representations for any integer m ∈ [1, nMd]. More

precisely, the asymptotic formula

Rn,d(m) =
Γ(1 + 1/d)n

Γ(n/d)
Gn,d(m)mn/d−1 + o(mn/d−1)

was obtained in (Hardy and Littlewood, 1920, 36) for big enough s in terms of n, where

Gn,d(m) =

∞∑
q=1

q∑
a=1

(a,q)=1

q−1
q∑

r=1

e(ark/q)

s

e(−na/q).

Observe that for d ≥ n it is natural to expect that Rn,d,M(m) . 1, and therefore trivial solu-

tions dominate in (1.33), which is called as paucity of nontrivial solutions. The heuristic

argument above leads us to the Hardy-Littlewood Hypothesis K which can be stated as

follows: The number of nonnegative solutions to the equation

jn
1 + · · · + jn

n = M

is O(Mε). This hypothesis was proved for n = 2, however in (Mahler, 1936, 138) it was

disproved for n = 3, and nonetheless it may still hold for some of other values of n. We

also have the conjecture, based on the same heuristic argument above that the cardinality

of the set (1.32) is bounded by CεMε max{Mn,M2n−d}, see (Vaughan, 1997, 167–170).

This was proved for n = 2, but it is still open for the other values of n. For n = 3 case,

a significant effort (see, (Browning and Heath-Brown, 2004, 553–573),(Heath-Brown,

2002, 553–598) and (Heath-Brown, 2006, 51)) has been dedicated to merely obtaining

the bounds M7/2−δ for large enough d. the bound M3+ε was obtained by (Salberger, 2005,

93–115) for d > 25, and there has been no reduction in d so far. Even less information is

available for larger values of n, see (Salberger and Wooley, 2010, 317–342) and (Marmon,

2011, 55–74). The only result for general n is due to (Salberger and Wooley, 2010, 317–
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320). They showed the paucity of nontrivial solutions and from this the conjecture, for

d ≥ (2n)4n.

If we consider d-powers of an arbitrary finite set A ⊆ N these problems becomes

more challenging even for n = 2 case. The following conjecture, due to (Chang, 2004,

444) and addressing this case, is stated as follows: For any ε > 0 we have

∥∥∥∥∑
j∈A

e2πi j2y
∥∥∥∥4

L4(T)
≤ Cε|A|2+ε. (1.34)

This conjecture is closely connected to numerous other problems in additive combina-

torics, harmonic analysis, and number theory, see (Chang, 2004, 444–460),(Cilleruelo

and Granville, 2006, 1–21) and (Sanders, 2012, 627–655). Trivial bound for (1.34) is |A|3,

and there have only been improvements that are not of a power type, see (Chang, 2004,

446) and (Sanders, 2012, 627–655).

1.13. Main results of the second part

In the second part of this thesis, we prove how randomization affects an exponen-

tial sum with frequencies forming an arithmetic progression when the step size is large

and obtain the following result.

Theorem 1.6 Let {N(t)}t≥0 be a Poisson process of intensity 1. Let r > 0 be a real number.

Then

E
∥∥∥∥ M∑

j=1

e2πiyN( jMr)
∥∥∥∥2

2
≈ M, M2 + M3−r . E

∥∥∥∥ M∑
j=1

e2πiyN( jMr)
∥∥∥∥4

4
.r M2 log M + M3−r.

We do not have much of an effect when step size is one. One can see this by

comparing (2.37) and (1.14). Observe that for r < 1 the term M3−r dominates, and the

logarithmic loss is not important. For r > 1, by using sharper methods it should be

possible to remove the logarithmic loss. For r = 1 it might not be possible to remove it.

One can also notice that randomization violates arithmetic progression structure in a way

that we have M3−r instead of having M3 for the L4 estimate.
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We also estimate the average values of L6-norm and Ln-norm, n ∈ 2N of exponen-

tial sums randomized by the Poisson processes and obtain the following results.

Theorem 1.7 Let {N(t)}t≥0 be a Poisson process of intensity 1. Let d > 1 be an integer.

Let A ⊂ N be a finite nonempty subset. Then we have

|A|3 . E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥6

6
.d,ε



|A|4 log2 (
1 + |A|

)
for d = 2

|A|7/2+ε for d = 3

|A|3+ε for d = 4

|A|3 for d ≥ 5.

(1.35)

Theorem 1.8 Let {N(t)}t≥0 be a Poisson process of intensity 1. Let d ≥ n be an integer

and n ∈ N. Let A ⊂ N be a finite nonempty subset. Then we have

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥2n

2n
.d,n


max

{
|A|n, |A|2n− d

2−1 log1+ 1
d (1 + |A|)

}
if d ≡ 2 (mod 4),

max
{
|A|n, |A|2n− d

2−1 log
1
d (1 + |A|)

}
else.

(1.36)

Let us now compare the consequences of Theorem 1.8 with deterministic results.

(Salberger and Wooley, 2010, 317–320) achieve the bound |A|n+ε for d ≥ (2n)4n, while

on an average sense we achieve the same bound for d ≥ 2n − 2. For the particular n = 3

case, in (Salberger, 2005, 93) the bound is |A|3+ε for d > 25, while we obtain it as soon

as d > 3. The refinement over exponent 7/2 in (Salberger, 2005, 94–95) happens only for

d > 8. Notice also that our set A is arbitrary and not limited to just the natural numbers

up to M.
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CHAPTER 2

PRELIMINARIES

In this chapter, we deploy significant tools, definitions and results, which will be

helpful for the rest of this thesis.

2.1. Lp space on the algebraic torus

We define the algebraic torus T as a factor group of the additive group of real

numbers relative to the subgroup Z and it is given by

T = R/Z := {x + Z|x ∈ R}.

As an illustration, we can consider the algebraic torus T as a circle, that is, we take the

interval [0, 1] bend it round and connect its end points. Note that, it is also possible to

take another closed interval of length one as a model of T. Observe that, there exists

an identification between functions on T and 1-periodic functions on R. This allow us

to carry some concepts such as continuity, differentiability, integrability and so on. The

Lebesgue measure on T is obtained by restricting the Lebesgue measure on R to the

interval [0, 1].

Let f be a complex-valued measurable function on T. Lp-norm of f on T is defined

by

‖ f ‖Lp(T) = ‖ f ‖p :=
(∫
T

| f |pdt
)1/p

for 1 ≤ p < ∞. If p = ∞, then L∞-norm is defined by

‖ f ‖L∞(T) = ‖ f ‖∞ := ess sup
x
| f (x)|.

The space Lp(T) consists of complex-valued functions provided that ‖ f ‖p < ∞. Here, we

need to pay attention to a technical point. If ‖ f ‖p = ‖g‖p, then we do not have f = g.
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Indeed we have f = g almost everywhere instead. We define an equivalence relation

f ∼ g⇐⇒ f = g almost everywhere

to get rid of this technical issue.

2.1.1. Some inequalities in Lp(T)

In this subsection we present inequalities, which appear in this thesis.

Theorem 2.1 (Minkowski’s inequality) Let 1 ≤ p < ∞ and f , g ∈ Lp(T). Then we have

f + g ∈ Lp(T), and

‖ f + g‖p ≤ ‖ f ‖p + ‖g‖p.

Let us give the definition of dual exponents before we proceed. Let 1 ≤ p, q ≤ ∞. Two

exponents p and q are said to be dual if

1
p

+
1
q

= 1.

Theorem 2.2 (Hölder’s inequality) Let 1 ≤ p < ∞ and q be the dual exponent of p.

Then we have f g ∈ L1(T) and

‖ f g‖1 ≤ ‖ f ‖p‖g‖q.

Proposition 2.1 Let 0 < p < q ≤ ∞ then Lq(T) ⊂ Lp(T), and

‖ f ‖p ≤ ‖ f ‖q. (2.1)

Proof For q = ∞ we plainly have

‖ f ‖p
p =

∫
T

| f |pdx ≤ ‖ f ‖p
∞

∫
T

dx = ‖ f ‖p
∞.

For q < ∞ we have by Hölder’s inequality

‖ f ‖p
p =

∫
T

| f |p · 1dx ≤
∫
T

(
| f |p

) q
p dx

∫
T

1
q

q−p dx = ‖ f ‖p
q .
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This concludes the proof.

�

Proposition 2.2 Let f , g ∈ L2(T). Then we have

• (Parseval’s relation) ∫
T

f (x)g(x)dx =
∑
n∈Z

f̂ (n)ĝ(n).

• (Parseval’s identity)

‖ f ‖22 =
∑
n∈Z

| f̂ (n)|2.

Remark 2.1 The first two inequalities remain valid for general measure spaces, but

Proposition 2.1 is valid only for finite measure spaces.

We refer to (Loukas, 2014) for more knowledge.

2.2. Overview of probability theory

The sample space Ω consists of all possible outcomes of an experiment. An ele-

ment of Ω is denoted by ω. Any subset of the sample space is called an event. A triple

(Ω,F ,P) is called a probability space, where F is a σ-algebra on Ω.

Definition 2.1 A function P : F → [0, 1] is called a probability measure if the following

conditions hold:

(i) P(Ω) = 1,

(ii) If the sets B1, B2, · · · ∈ F are mutually disjoint then

P

 ∞⋃
i=1

Bi

 =

∞∑
i=1

P(Bi).

We have by a series of observations

• P(∅) = 0,

• if A ⊆ B then P(A) ≤ P(B) for any A, B ∈ F ,

• P(Ac) = 1 − P(A) for any A ∈ F ,

28



• P(A ∪ B) = P(A) + P(B) − P(A ∩ B) for any A, B ∈ F .

Definition 2.2 Two events A and B are said to be independent if

P(A ∩ B) = P(A)P(B).

Definition 2.3 (Conditional probability) The conditional probability of A given B is de-

fined by

P(A|B) =
P(A ∪ B)
P(B)

,

where P(B) > 0.

One of the significant objects in the theory of probability is a random variable

defined as follows.

Definition 2.4 A random variable is a function that maps elements from a sample space

Ω to the real numbers R, and is denoted by X : Ω→ R.

There exist two types of random variables based on their continuity, as described

below.

• A random variable X is said to be discrete if it takes countable number of values.

Its probability mass function is defined by fX(x) = P(X = x).

• A random variable X is said to be continuous if there is a continuous nonnegative

function fX such that
∫ ∞
−∞

fX(x)dx = 1 and for any a ≤ b we have

P(a ≤ X ≤ b) =

∫ b

a
fX(x)dx.

fX is referred to as the probability density function of X.

Definition 2.5 Two random variables X1 and X2 are said to be independent if

P(X1 ∈ A1, X2 ∈ A2) = P(X1 ∈ A1)P(X2 ∈ A2)

for all sets A1, A2 ⊆ R.
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We define the cumulative distribution function associated with a random variable

X as follows.

Definition 2.6 The cumulative distribution function FX : R→ [0, 1] is defined by

FX(x) = P(X ≤ x).

Theorem 2.3 (Wasserman, 2013, Theorem 2.8) A function F is mapping the real line

to [0, 1] is a CDF for some probability P if and only if F satisfies the following three

conditions:

(i) F is non-decreasing: x1 < x2 implies that F(x1) ≤ F(x2).

(ii) F is normalized:

lim
x→−∞

F(x) = 0,

and

lim
x→∞

F(x) = 1.

(iii) F is right-continuous: F(x) = F(x+) for all x, where

F(x+) = lim
y→x
y>x

F(y).

Remark 2.2 If two random variables X and Y have the same cumulative distribution

function then they are called identically distributed.

We now give fundamental distributions, which are closely related to our study.

Definition 2.7 (Poisson distribution) A random variable X is said to have a Poisson dis-

tribution with intensity λ > 0 denoted by X ∼ Poisson(λ) if the probability density func-

tion of it is of the form

f (x) =
λx

x!
e−λ, x ≥ 0.

Definition 2.8 (Binomial distribution) Let X be a random variable. The mass function

of getting exactly x successes in n independent Bernoulli trials is given by

f (x) =


(

n
x

)
px(1 − p)n−x for x = 0, 1, . . . , n,

0 otherwise.
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Then we say that X has a Binomial distribution, denoted as X ∼ Binomial(n, p).

The average value of a random variable X is called the expected value of X. We

now give explicit definition of it.

Definition 2.9 The expected value of a random variable X is given as follows:

• If X is discrete, then E[X] =
∑

xP(X = x) =
∑

x fX(x).

• If X is continuous, then E[X] =
∫

x fX(x)dx.

Definition 2.10 (Conditional expectation) Let X and Y be two random variables. The

conditional expectation of X given Y = y is as follows:

• If they are discrete, then E[X = x|Y = y] =
∑

x fX|Y(x|y).

• If they are continuous, then E[X|Y = y] =
∫

x fX,Y(x, y)/ fY(y)dx =
∫

x fX|Y(x|y)dx,

where fX,Y(x, y) is the joint density function.

Definition 2.11 Let X be a random variable. The variance of X is defined by

σ2 = V[X] = E[X − E(X)]2.

The square root of the variance is called standard deviation.

Let X and Y be two random variables. These enjoy with the following properties:

• Linearity: E[aX + bY] = aE[X] + bE[Y] for all a, b ∈ R.

• Monotonicity: If X ≤ Y , then E[X] ≤ E[Y].

• |E[X]| ≤ E[|X|].

• Let g be a function.

– If X is discrete, then E[g(X)] =
∑

g(x) fX(x),

– if X is continuous, then E[g(X)] =
∫

g(x) fX(x)dx.

Definition 2.12 (Filtration) For a given probability space (Ω,F ,P), a filtration is a fam-

ily of sub-σ-algebras of F given by F := (Fi)i∈I where I is an index set. Moreover,

if (Xn)n∈N is a sequence of random variables on the probability space (Ω,F ,P), then

Fn := σ(Xk|k ≤ n) is a σ-algebra generated by X1, X2, . . . , Xn and F := (Fi)n∈N is called a

natural filtration.
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Definition 2.13 A sequence of random variables (Xn)n≥0 is said to be adapted if Xn ∈ Fn

for all n, where (Fn)n≥0 is a filtration.

Definition 2.14 A sequence of adapted random variables {Xn}n≥0 with E(|Xn|) < ∞ for all

n is said to be a martingale if

E[Xn+1|Fn] = Xn

for all n.

Definition 2.15 A sequence of adapted random variables {Xn}n≥0 with E(|Xn|) < ∞ for all

n is said to be a submartingale if

E[Xn+1|Fn] ≥ Xn

for all n.

2.2.1. Some inequalities in probability theory

We introduce well known inequalities, which are necessary for our work. We start

with the most fundamental inequality known as Markov’s inequality.

Theorem 2.4 (Markov’s inequality) (Wasserman, 2013, Theorem 4.1) Let X be a non-

negative random variable and suppose that E(X) exists. For any t > 0,

P(X > t) ≤
E(X)

t
.

The following inequality is similar in spirit to Markov’s inequality but it is a quite

general one.

Theorem 2.5 Let h be a nonnegative nondecreasing function with h(a) > 0 and E(h(X))

exists. We have

P(X > a) ≤
E
(
h(X)

)
h(a)

.

Proof We have by Markov’s inequality

P(X > a) = P
(
h(X) > h(a)

)
≤
E
(
h(X)

)
h(a)

.
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This result leads us to another important inequality.

Theorem 2.6 (Chebyshev’s inequality) (Wasserman, 2013, Theorem 4.2) Let X be a

non-negative random variable and suppose that E(X) exists. For any t > 0,

P(X > t) ≤
E(X)

t
and P(|Z| ≥ k) ≤

1
k2

where Z(X − µ)/σ. In particular, P(|Z| ≥ 2) ≤ 1/4 and P(|Z| ≥ 3) ≤ 1/9.

Most of you are familiar with Cauchy-Schwarz inequality from analysis courses.

Here, we give a version related to probability theory.

Theorem 2.7 (Cauchy-Schwarz inequality) (Wasserman, 2013, Theorem 4.8) If X and

Y have finite variances then

E|XY | ≤
√
E(X2)E(Y2).

Theorem 2.8 (Doob’s martingale inequality) (Revuz and Yor, 1999, Corollary 1.6) If

X is a martingale or a positive submartingale indexed by finite set (0, 1, . . . ,N) then for

every p ≥ 1 and λ > 0

λpP

[
sup

n
|Xn| ≥ λ

]
≤ E

[
|XN |

p],
and for any p > 1,

E
[
|XN |

p] ≤ E[sup
n
|Xn|

p

]
≤

(
p

p − 1

)
E
[
|XN |

p].

2.3. Stochastic processes

A collection of random variables indexed by a subset of real numbers is called a

stochastic process(or a random process). Possible values that the random variables take

in a stochastic process is called the state space of the process. Index sets {n|n ∈ N} and

{t|t ≥ 0} are called discrete and continuous, respectively. In general, the indices n and t

are considered as "time". Now we deploy stochastic processes along with their properties,

which are relevant to our study.
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2.3.1. Random walks

Let {Xi}i∈N be a sequence of independent identically distributed random variables.

A random walk R( j) started at R(0) = x0 ∈ R is a stochastic process defined by

R( j) :=
j∑

i=1

Xi.

A random walk on Z is said to be simple if P(Xi = 1) = p and P(Xi = −1) = q = 1 − p

where i ∈ N and 0 < p < 1, and the starting point of the walk is 0. If we take p = 1/2,

then the simple random walk is called symmetric. It is called asymmetric otherwise. We

can imagine a simple random walk as follows. Let us consider an object at the point 0 in

the following figure.

Figure 2.1.: An example of a simple random walk

This object is moved to the right by one unit with probability p and to the left by

one unit with probability q = 1 − p. Location of an object after j moves is actually the

simple random walk R( j).

For a simple random walk, let an abject be moved j steps. Let jr and jl denote the

number of movements to the right and to the left, respectively. Then we have

jr + jl = j. (2.2)

If k is the final position of the object after j steps, then we also have

jr − jl = k. (2.3)

Combining (2.2) and (2.3) gives jr = ( j + k)/2 and jl = ( j − k)/2. It shows that a simple
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random walk has binomial distribution, that is

P
(
R( j) = k

)
=

(
j

(k + j)/2

)
p(k+ j)/2q( j−k)/2,

where j and k possess the same parity, − j ≤ k ≤ j. If j and k do not have the same parity,

then P(R( j) = k) = 0.

For a simple symmetric random walk if an object is moved 2 j steps then it needs

exactly j "+1" steps and j "−1" steps to come back to the origin. Then we have

P
(
R(2 j) = 0

)
=

(
2 j
j

)
2−2 j. (2.4)

If the final location is 2k, then

P
(
R(2 j) = 2k

)
=

(
2 j

j + k

)
2−2 j. (2.5)

Remark 2.3 A d-dimensional analogue of a random walk on Rd can be constructed as

well.

Let us now calculate the expected value and the variance of a simple symmetric

random walk. Observe that we clearly have

E[R( j)] = E

 j∑
i=1

Xi

 =

j∑
i=1

E[Xi]

=

j∑
i=1

(
1
2

+
1
2
− 1)

= 0.

(2.6)

Owing to (2.6) it is reasonable to calculate average distance, i.e. E|R( j)|. Since it is hard

to deal with E|R( j)| we calculate E
[
R( j)

]2 instead.
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E
[
R( j)

]2
= E


 j∑

i=1

Xi


2 = E

 j∑
i=1

j∑
k=1

XkXi


=

j∑
i=1

j∑
k=1

E[XkXi]

=
∑
k,i

E[XkXi]︸  ︷︷  ︸
=0

+ j

= j.

(2.7)

Using (2.6) and (2.7) we have V[R( j)] = E[R( j)]2 − (E[R( j)])2 = j. We also infer from

(2.7) that E[|R( j)|] ≈
√

j, and yet it can be shown rigorously.

Lastly, we will present the following lemma in this subsection.

Lemma 2.1 A simple symmetric random walk is a martingale.

Proof It is sufficient to show that E
[
R( j + 1)|Fn

]
= R( j), where Fn = σ(Xk|k ≤ n). We

have by linearity of conditional expectation

E
[
R( j + 1)|Fn

]
= E

[
R( j) + Xn+1|Fn

]
= E

[
R( j)|Fn

]
+ E

[
Xn+1|Fn

]
. (2.8)

Since Xn is known in Fn we have E
[
R( j)|Fn

]
= R( j). Therefore (2.8) becomes

E
[
R( j + 1)|Fn

]
= R( j) + E

[
Xn+1|Fn

]
. (2.9)

Since Xn+1 is independent of Fn we also have E
[
Xn+1|Fn

]
= E

[
Xn+1

]
= 0. By plugging this

into (2.9) we obtain E
[
R( j + 1)|Fn

]
= R( j). Hence we are done. �

2.3.2. Counting processes

A counting process is a type of stochastic process that counts number of events

that have occurred up to time t. More precisely a stochastic process {N(t)}t≥0 is said to be

a counting process if it satisfies the following conditions:

i) N(t) is nonnegative for all t ≥ 0,

ii) N(t) is integer valued for all t ≥ 0,
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iii) if s ≤ t, then N(s) ≤ N(t).

2.3.3. Poisson processes

One of the most important counting processes is a Poisson process. This process

is used in simulations to count the number of arrivals that occurs in some time interval at

certain intensity. Nevertheless, exact time of arrivals remains unknown. Let us give the

following illustration related to this process.

Figure 2.2.: An example of a Poisson process

Formally, it can be defined as follows. A counting process {N(t)}t≥0 is said to be a

Poisson process with intensity λ, λ > 0 if

i) N(0) = 0 almost surely.

ii) This process has independent increments, that is,
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N(tn) − N(tn−1),N(tn−1) − N(tn−2), . . . ,N(t1)

are independent random variables for 0 ≤ t1 ≤ · · · ≤ tn.

iii) The random variable N(t) − N(s) is a Poisson random variable for every 0 ≤ s < t <

∞.

Let us explicitly calculate the expected value and the variance of a Poisson pro-

cess.

• The expected value of a Poisson process with intensity λ is

E[N(t)] =

∞∑
n=0

ne−λt (λt)n

n!
= e−λt

∞∑
n=1

(λt)n

(n − 1)!

= e−λtλt
∞∑

n=1

(λt)n−1

(n − 1)!

= e−λtλteλt

= λt.

• The variance of a Poisson process with intensity λ is

V[N(t)] = E[N(t)2] − (E[N(t)])2 = E[N(t)(N(t) − 1)] + N(t)] − (λt)2

= E[N(t)(N(t) − 1)] + E[N(t)] − (λt)2

= (λt)2 + λt − (λt)2

= λt.

2.3.4. Stationary processes

A stochastic process is said to be a stationary process if its statistical properties

remain unchanged over time. We now provide a formal definition for both continuous-

time and discrete-time versions.

(i) A continuous-time stochastic process {X(t)}t∈I , where I is an index set, is called a

stationary process if the cumulative distribution function remains the same under
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translation, that is

FX(t)(x) = FX(t+t′)(x) for every t, t + t′ ∈ I.

(ii) A discrete-time stochastic process {X(n)}n∈I , where I is an index set consisting of

integers, is called a stationary process if the cumulative distribution function remains

the same under translation, that is

FX(n)(x) = FX(n+s)(x) for every n, n + s ∈ I.

Lastly, we give the following illustration related to this process.

Figure 2.3.: An example of a stationary process
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2.4. The sparsity of the Green-Ruzsa set

In this section, our goal is to measure how sparse the Green-Ruzsa set is.

Proposition 2.3 The Green-Ruzsa set satisfies the sparsity condition

∣∣∣ΛD,k ∩ [n − M, n + M]
∣∣∣ ≤ 24M

log 3
log D

for any M ∈ N, n ∈ Z.

Proof Without loss of generality we can assume that n ≥ 0. If the set in question has

less than 2 elements, there is nothing to do. Therefore, we may assume that it has at least

two elements. Let a be its least element and b be its largest element. Then we may write

m ≤ k

b − a =

m−1∑
j=0

c jD j − 3 ≤ c j ≤ 3

with cm−1 > 0 as b − a > 0. But observe that

(M + n) − (n − M) = 2M ≥ b − a ≥ Dm−1 +

m−2∑
j=0

c jD j

≥ Dm−1 − 3
m−2∑
j=0

D j

= Dm−1 − 3
Dm−1 − 1

D − 1

≥ Dm−1 −
3
4

Dm−1

=
Dm−1

4
.

By using this we obtain

8M ≥ Dm−1 =⇒ log(8M) ≥ (m − 1) log D =⇒
log(8M)

log D
+ 1 ≥ m.

By changing the first k digits of a when written in base D we might obtain elements of Λ

not exceeding b, but we cannot change higher digits even if they exist, for numbers thus
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obtained will certainly lie outside [a, b]. Therefore there are at most 3m elements of Λ in

[a, b], which means

∣∣∣ΛD,k ∩ [n − M, n + M]
∣∣∣ =

∣∣∣ΛD,k ∩ [a, b]
∣∣∣ ≤ 3m ≤ 31+

log 8M
log D

= 3 · 3logD 8M

= 3(8M)
log 3
log D

≤ 24M
log 3
log D .

�

2.5. Arithmetic Problem

In this section, we aim to estimate the cardinality of the following expression

sup
D≤C≤D2

∣∣∣{( j, k) ∈ A2 : j > k, | jd − kd −C| < D
}∣∣∣, (2.10)

for large C,D and suitable A. This set appears in the proof of Theorem 1.3, Theorem 1.7

and Theorem 1.8, respectively. We can see that (2.10) is clearly dominated by

sup
D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣. (2.11)

We can estimate (2.11) either directly, or by viewing it as a margin of the set

{
( j, k) ∈ N2 : 0 < jd − kd < D

}
. (2.12)

Fortunately, we do have estimates on sets of this type in number theory literature. Actually

they are some of the oldest and most famous problems in number theory. We first give

a historical background on these problems, and at the end state the result, which will be

utilized to find an estimate on (2.11) .

We begin with the Dirichlet divisor problem. The divisor summatory function

D(x) is defined as

D(x) :=
∑
n≤x

d(n),
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where d(n) is the number of positive divisors of n. (Dirichlet, 1849, 69–72) showed that

D(x) = x log x + (2γ − 1)x + ∆(x), ∆(x) = O(
√

x),

where γ is the Euler-Mascheroni constant

γ := lim
n→∞

 n∑
k=1

1
k
− log n

 = 0.57721 . . . .

The next step in the Dirichlet divisor problem is to make improvements on the bound of

the error term ∆(x). The Dirichlet summatory function can be written in the following

form:

D(x) =
∑
n≤x

d(n) =
∑

0<ab≤x

1 = {(a, b) ∈ N2 : ab ≤ x}. (2.13)

In this form it turns into a lattice point problem. This problem has been studied intensely

for two centuries. Dirichlet’s result can be obtained by carefully rearranging the lattice

point sum. (Voronoi, 1903, 243) obtained O(x1/3 log x). This exponent 1/3 represents an

important milestone, in that it can still be obtained by relatively easy methods, and yet

is very difficult to significantly improve. It was shown in (Hardy, 1915, 263–265) and

(Hardy, 1917, 1–5) that ∆(x) = O(xθ) is not possible for θ < 1/4. Using exponential

sum estimates of Weyl, the exponent θ was decreased to 27/82 in (Van der Corput, 1928,

699–700). This method in time was enhanced and sharpened to obtain the method of

exponent pairs. As the method developed, its application to the Dirichlet divisor prob-

lem yielded better exponents, but by 50’s this method had reached its natural limits, and

progress on Dirichlet divisor problem stuck. Then the idea of double exponential sums

in (Srinivasan, 1963, 153–172) and (Srinivasan, 1965, 280–311) made appearance and

led to another round of improvements for the problem. After this method also ran its

course, Bombieri and Iwaniec combined the estimates on exponential sums of Weyl and

Van der Corput with the large sieve and Vinogradov mean value theorem to initiate an-

other wave of improvements, which peaked in the work of (Huxley, 2003, 592) proving

that ∆(x) = O(xθ logη x) with

θ =
131
416

= 0.3149 . . . , η = 1 +
18627
8320

= 3.2513 . . . .
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Progress on the Dirichlet divisor problem once again is stuck after this result, and yet it is

expected that we should be able to reduce it all the way to 0.25.

One related problem for which progress almost entirely parallels that of the Dirich-

let divisor problem is the Gauss circle problem. This problem searches for estimating the

error term for the number of lattice points inside a circle. Let

r(n) := |{( j, k) ∈ Z2 : j2 + k2 = n}|,

be the number of lattice points on a circle of radius
√

n. Summing these over

R(x) :=
∑
n≤x

r(n),

we obtain the number of lattice points in and on a circle of radius
√

x. Then it is easily

seen that

R(x) = πx + Υ(x), Υ(x) = O(x1/2).

The number of lattice points on a circle is related to the divisors of the radius of the circle.

Due to this, this problem is very closely connected to the Dirichlet divisor problem, and

the progress on the problem entirely reflects that on the Dirichlet divisor problem.

The Gauss circle problem has been generalized by taking other closed curves in-

stead of circles. One obvious family of such curves is the Lamé curves:

r+
d (n) := |{( j, k) ∈ N2 : | j|d + |k|d = n}|,

where d ≥ 2.
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Figure 2.4.: The graph of Lamé curve for d = 3, 4, 5 and n = 100, 000.

Summing these over

R+
d (x) :=

∑
n≤x

r+
d (n),

we obtain the number of lattice points in and on a Lamé curve. When d ≥ 3 the be-

haviour of R+
d (x) changes drastically owing to existence of points of zero curvature at

points where the curve intersects the axes. To understand this issue we turn our look at

broader generalizations of the Gauss circle problem.

A very general result of (Steinhaus, 1947, 1–5) is that for a closed continuous

curve J with area F and length l ≥ 1, the number of lattice points in and on this curve G

satisfies |F −G| < l. Let us pick a fixed such curve and dilate it with a large real number

x we observe that the number of lattice points G(x) will satisfy |G(x) − Fx2| < lx. So at

this extreme generality the error term is of the order of length of the curve, and the error

term satisfies O(x). Let us consider the following example. Let J be a square centered at

the origin with the side length of 2. If we multiply J with a large positive integer x, then

the number of lattice points on the curve xJ will exactly be 8x. This example shows that

improvement is not possible at this generality.

But if we focus on curves with nonzero curvature then improvement is possi-

ble. The reason behind this is that the number of lattice points on a line segment can be

proportional to its length. But for a strictly convex curve of length l (Jarník, 1926, 500–
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503) showed that the number of lattice points on this curve can not exceed 3(4π)−1/3l2/3 +

O(l1/3). For algebraic curves and transcendental functions even better bounds are possible.

(Bombieri and Pila, 1989, 337–338) obtained the following results:

• For a subset K of a algebraic curve of degree n lying within a square of side length

M the number of lattice points on this set is bounded by

C(n, ε)M
1
n +ε

for each ε > 0.

• Let g be a transcendental function on [0, 1] and M be the graph of g. If M is dilated

by a factor of x, x ≥ 1 then the number of lattice points on xM is bounded by

C(g, ε)xε

for each ε > 0.

Let S be a compact convex set in R2 with the origin as an interior point, for which

the radius of curvature of the boundary curve is continuous in the direction of the tangent

vector. Also assume that the radius curvature has a maximum rmax and a minimum rmin

satisfying 0 < rmin ≤ rmax < ∞. (Van der Corput, 1920, 1–5) showed that the number of

lattice points S (x) in the set xS satisfies

S (x) = x2|S | + OS (x2/3) = x2|S | + OS
(
(|S |x2)1/3).

It showed by (Jarník, 1926, 510–517) that this estimate is best possible for plane convex

sets. Indeed, there are plane convex sets whose error terms are equal to Ω(x2/3).

So returning to the Lamé curves, these curves’ points with zero curvature lead to

very different behaviour for lattice points in and on them. In this case for d ≥ 3 we have,

mostly using the formalism of (Nowak, 1998, 421–422),

R+
d (x) = A+

d x2/d + D+
d F+

d (x1/d)x1/d−1/d2
+ ∆+

d (x),
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where the first term comes from the area, and the coefficient A+
d is the area inside the

Lamé curve |x|d + |y|d = 1 given by

A+
d =

2Γ2(1/d)
dΓ(2/d)

,

the x1/d−1/d2
term comes out of the neighborhood of the points (±x1/d, 0) and (0,±x1/d),

where the curvature of the boundary curve disappears and its coefficients are

D+
d = 23−1/dπ−1−1/dd1/dΓ

(
1 +

1
d

)
, F+

d (x) =

∞∑
n=1

n−1−1/d sin
(
2πnx −

π

2d

)
.

So

|F+
d (x)| ≤

∞∑
n=1

n−1−1/d,

is a bounded function of x, and therefore

D+
d F+

d (x1/d)x1/d−1/d2
= O(x

1
d−

1
d2 ), D+

d F+
d (x1/d)x1/d−1/d2

= Ω(x
1
d−

1
d2 ).

But we also see that we cannot write

D+
d F+

d (x1/d)x1/d−1/d2
= K+

d x
1
d−

1
d2 + O(xθ)

for a fixed constant K+
d depending on d. So an asymptotic expansion for R+

d (x) cannot

be developed beyond this exponent. But at least we know explicitly the terms preventing

this. The error term ∆+
d (x) is analogous to the error term of the Gauss circle problem, i.e.

the case d = 2, and applying results of (Huxley, 1996, 100–120) and (Kuba, 1993, 87–95)

obtained

∆+
d (x) = O(x

46
73

1
d log

315
146 x).

Also it is known that, see (Krätzel, 1988, 53–74),

∆+
d (x) = Ω±(x

1
2d ).
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There are also logarithmic improvements to this lower bound, see (Ivic et al., 2004) for a

summary.

Turning back to our set (2.12), estimating the cardinality of this set is a 'hyperbolic

'analogue of the 'elliptic' Lamé curves problem. On the other hand, for the case d = 2 the

linear transformation (a, b) = T (k, j) = ( j − k, j + k) makes this problem essentially

equivalent to the Dirichlet divisor problem, see (Kühleitner, 1992, 117–123). Hence, the

cardinality of (2.12) for d = 2 can be estimated using the bounds obtained for the Dirichlet

divisor problem. But for d ≥ 3 this transformation does not provide any simplification

or reduction, and the study of this problem largely proceeds along the analogies with the

Lamé curves problem. Indeed again using (Nowak, 1998, 421–422),

r−d (n) := |{( j, k) ∈ Z2 : | j|d − |k|d = n}|,

where d ≥ 3, n ∈ N.
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Figure 2.5.: The graph of |x|d − |y|d = n for d = 3, 4, 5 and n = 100, 000.

Summing these over

R−d (x) :=
∑
n≤x

r−d (n) = |{( j, k) ∈ Z2 : 0 < | j|d − |k|d ≤ x}|,
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and we have by the work of (Krätzel, 1969, 111–115), (Nowak, 1995, 335–339) and

(Nowak, 1998, 421–422)

R−d (x) = A−d x2/d + B−d x1/(d−1) + D−d F−d (x1/d)x1/d−1/d2
+ ∆−d (x), (2.14)

where the first term comes from the area, the second from the length of the boundary and

their coefficients are given by

A−d =
Γ2(1/d)

d cos(π/d)Γ(2/d)
, B−d = 4ζ(1/(d − 1))d−1/(d−1),

the D−d F−d (x1/d)x1/d−1/d2
term emerges from the neighborhood of the points (−x1/d, 0) and

(x1/d, 0) where the curvature of the boundary curve disappears and its coefficients are

D−d = 22−1/dπ−1−1/dd1/dΓ
(
1 +

1
d

)
, F−d (x) =

∞∑
n=1

n−1−1/d sin
(
2πnx +

π

2d

)

So

|F−d (x)| ≤
∞∑

n=1

n−1−1/d

is a bounded function of x, and therefore

D−d F−d (x1/d)x1/d−1/d2
= O(x

1
d−

1
d2 ), D−d F−d (x1/d)x1/d−1/d2

= Ω(x
1
d−

1
d2 ).

But we also see that we cannot write

D−k F−d (x1/d)x1/d−1/d2
= K+

d x
1
d−

1
d2 + O(xθ)

for a fixed constant K−d depending on d. So an asymptotic expansion for R−d (x) cannot be

developed beyond this exponent. The error term ∆−d (x) is analogous to the error terms of

other problems above. Applying the results in (Huxley, 1993, 279–285), (Huxley, 2003,
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47–53), (Nowak, 1995, 335–339) and (Nowak, 1998, 421–422) obtained

∆−d (x) = O(x
46
73

1
d +ε), ∆−d (x) = Ω(x

1
2d ). (2.15)

Plainly, the cardinality of our set (2.12) can be obtained from the equations

|{( j, k) ∈ Z2 : 0 < | j|d − |k|d ≤ x}| = |{( j, k) ∈ Z2 : 0 < | j|d − |k|d < x}|

+ |{( j, k) ∈ Z2 : | j|d − |k|d = x}|

|{( j, k) ∈ Z2 : 0 < | j|d − |k|d < x}| = 4|{( j, k) ∈ N2 : 0 < jd − kd < x}|

+ 2|{ j ∈ N : 0 < jd < x}|.

Plainly

|{ j ∈ N : 0 < jd < x}| = x1/d + O(1). (2.16)

We also have by considering signs of k and j

|{( j, k) ∈ Z2 : | j|d − |k|d = x}| = 4|{( j, k) ∈ N2 : jd − kd = x}| + O(1).

The set on the right hand side is nonempty, provided that x must be an integer. Since

x = jd − kd = ( j − k)( jd−1 + jd−2k + · · · + kd−1),

j − k is a divisor of x. This shows that the number of values of it can not exceed 2d(x)

different values. Let a = j − k be fixed . We then have

x = jd − kd = (k + a)d − kd,
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where a , 0. By the binomial expansion the equation above can be written as

x = jd − kd = (k + a)d − kd

=

d∑
n=0

(
d
n

)
knad−n − kd

=

d−1∑
n=0

(
d
n

)
knad−n.

This means k is the root of a degree d − 1 polynomial. If k is fixed, then so is j. Therefore

there exist 2(d − 1)d(x) different pairs ( j, k) on this set. We know that the number of

divisors of an integer x is quite small, that is

d(x) ≤ Cεxε

for any ε > 0. This gives 2(d − 1)d(x) ≤ Cd,εxε. Combining all of these we obtain

|{( j, k) ∈ Z2 : | j|d − |k|d = x}| = Od,ε(xε). (2.17)

Using (2.16), and (2.17) we finally have

|{( j, k) ∈ N2 : 0 < jd − kd < x}| =
1
4

∣∣∣{( j, k) ∈ Z2 : 0 < | j|d − |k|d ≤ x}
∣∣∣ − 1

2
x1/d + Od,ε(xε),

which equals by (2.14), and (2.15)

1
4

[
A−d x2/d + B−d x1/(d−1) + D−d F−d (x1/d)x1/d−1/d2

+ ∆−d (x)
]
−

1
2

x1/d + Od,ε(xε)

=
1
4

[
A−d x2/d + B−d x1/(d−1) + D−d F−d (x1/d)x1/d−1/d2]

−
1
2

x1/d + Od,ε(x
46
73

1
d +ε).

(2.18)

Setting ε = 1/100d in both (2.15), and (2.17) we obtain the following estimation, whose

50



constants depend only on d:

=
1
4

[
A−d x2/d + B−d x1/(d−1) + D−d F−d (x1/d)x1/d−1/d2]

−
1
2

x1/d + Od(x
2

3d ). (2.19)

As we explained the term D−d F−d (x1/d)x1/d−1/d2
is considered as an error term for our appli-

cation, therefore

=
1
4

[
A−d x2/d + B−d x1/(d−1)

]
−

1
2

x1/d + Od(x1/d−1/d2
). (2.20)

By utilizing this we will deduce a theorem on the set (2.11).

Theorem 2.9 Let C,D > 0 be real numbers, and let d ≥ 3 be an integer. Then

sup
D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣ ≤ CdD2/d.

Proof We separate this estimate into two:

sup
D≤C≤4D

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣

sup
4D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣. (2.21)

Since the first estimate is easy to handle we start with this first estimate. It equals

sup
D≤C≤4D

∣∣∣{( j, k) ∈ N2 : j > k, C − D < jd − kd < C + D
}∣∣∣

≤
∣∣∣{( j, k) ∈ N2 : 0 < jd − kd < 5D

}∣∣∣.
By applying (2.18) we immediately bound this by CdD2/d. As for the second estimate in

(2.21) we fix a C on the interval [4D,D2], and then we can write

∣∣∣{( j, k) ∈ N2 : j > k, C − D ≤ jd − kd < C + D
}∣∣∣

=
∣∣∣{( j, k) ∈ N2 : j > k, 0 < jd − kd < C + D

}∣∣∣ − ∣∣∣{( j, k) ∈ N2 : j > k, 0 < jd − kd < C − D
}∣∣∣.

51



By applying (2.20) for each of these two expressions

≤
1
4

[
A−d

[
(C + D)2/d − (C − D)2/d] + B−d

[
(C + D)1/(d−1) − (C − D)1/(d−1)]]

−
1
2
[
(C + D)1/d − (C − D)1/d] + Od(C

1
d−

1
d2 ).

(2.22)

Using mean value theorem for the functions f1(x) = x2/d, f2(x) = x1/(d−1) on the interval

[C − D,C + D] respectively we have the estimates

(C + D)2/d − (C − D)2/d =
4
d

DC2/d−1
1 .d DC2/d−1,

and

(C + D)1/(d−1) − (C − D)1/(d−1) =
2

d − 1
DC1/(d−1)−1

2 .d DC1/(d−1)−1.

where C1,C2 ∈ (C − D,C + D). Since exponents of C are negative the right hand sides of

these estimates decrease as C increases for 4D ≤ C ≤ D2. We have

(C + D)2/d − (C − D)2/d .d DC2/d−1 ≤ DD2/d−1 = D2/d

(C + D)1/(d−1) − (C − D)1/(d−1) .d DC1/(d−1)−1 ≤ DD1/(d−1)−1 = D1/(d−1).

Plugging these into (2.22) we obtain

≤
1
4
[
A−d D2/d + B−d D1/(d−1)] − 1

2
D2/d−1

≤ CdD2/d.

�

We now turn our look to a special case of this. In this case we obtain some gain in

the exponent by fixing C = Ds, 1 < s ≤ 2.

Theorem 2.10 Let D > 0 be a real number, and 1 < s ≤ 2. Let d ≥ 3 be an integer. Then
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∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd − Ds| < D
}∣∣∣ ≤


CdD1+s( 2

d−1) if 1 < s ≤ d2

d2−d−1 ,

CdD
s
d (1− 1

d ) if d2

d2−d−1 ≤ s ≤ 2.

Proof

Let Ds ≥ 2D and write

∣∣∣{( j, k) ∈ N2 : j > k, Ds − D ≤ jd − kd < Ds + D
}∣∣∣

=
∣∣∣{( j, k) ∈ N2 : j > k, 0 < jd−kd < Ds+D

}∣∣∣−∣∣∣{( j, k) ∈ N2 : j > k, 0 < jd−kd < Ds−D
}∣∣∣.

By applying (2.20) for each of these two expressions

≤
1
4

[
A−d

[
(Ds + D)2/d − (Ds − D)2/d] + B−d

[
(Ds + D)1/(d−1) − (Ds − D)1/(d−1)]]

−
1
2
[
(Ds + D)1/d − (Ds − D)1/d] + Od(D

s
d [1− 1

d ]).
(2.23)

Using mean value theorem for the functions f3(x) = x2/d, f4(x) = x1/(d−1) on the interval

[Ds − D,Ds + D] respectively we have the estimates

(Ds + D)2/d − (Ds − D)2/d =
4
d

DC2/d−1
4 .d D1+s(2/d−1),

and

(Ds + D)1/(d−1) − (Ds − D)1/(d−1) =
2

d − 1
DC1/(d−1)−1

5 .d D1+s(1/(d−1)−1)

where C4,C5 ∈ (Ds − D,Ds + D). Plugging these into (2.23) we obtain

≤
1
4
[
A−d D1+s(2/d−1) + B−d D1+s(1/(d−1)−1)] − 1

2
D1+s(1/d−1)

≤ CdD1+s(2/d−1) + Od(D
s
d [1− 1

d ]).

We now compare the D1+s(2/d−1) term with the D
s
d [1− 1

d ] error term. Let

D1+s(2/d−1) = D
s
d [1− 1

d ]. (2.24)
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Arranging (2.24) we obtain

s =
d2

d2 − d − 1
.

If 1 < s ≤ d2

d2−d−1 , then the D1+s(2/d−1) term dominates, and otherwise the error term.

If Ds < 2D then we apply (2.20) with x = 3D to obtain the set above has cardinal-

ity at most CdD2/d. But Ds < 2D leads us to

D
2
d = DD

2
d−1 ≤ D

(
Ds/2

) 2
d−1
≤ 2D1+s( 2

d−1).

This completes the proof.

�

Theorem 2.11 Let C,D > 0 be real numbers, and let d ≥ 3 be an integer. Then we have

sup
D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣ ≤ CdD2/d. (2.25)

Proof We divide this estimate into two:

sup
D≤C≤4D

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣

sup
4D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣. (2.26)

Observe that (2.25) is the maximum of these two estimates. The first estimate is easier to

handle. So we begin with the first estimate. It equals

sup
D≤C≤4D

∣∣∣{( j, k) ∈ N2 : j > k, C − D < jd − kd < C + D
}∣∣∣

≤
∣∣∣{( j, k) ∈ N2 : 0 < jd − kd < 5D

}∣∣∣.
To count the pairs ( j, k), our strategy is to count the number of possible ( j, k) for each

fixed k. We observe that

( j − k)dkd−1 <
(
j − k

)(
jd−1 + jd−2k + . . . + jkd−2 + kd−1) = jd − kd < 5D.
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From this we have

kd−1 ≤ dkd−1 < (k − j)dkd−1 < 5D. (2.27)

(2.27) implies

k < 5D
1

d−1 .

For each such k

0 < j − k < 5Dk1−d.

Therefore for a fixed k there are at most 5D/kd−1 pairs ( j, k). We will utilize this estimate

for k > D1/d. On the other hand, for k ≤ D1/d we have

jd − kd < 5D =⇒ j < (kd + 5D)1/d =⇒ j < (D + 5D)1/d = 6D1/d.

So there are at most 6D1/d + 1 pairs ( j, k) for these k. Combining all of these our set can

be bounded by

 ∑
1<k≤D

1
d

+
∑

D
1
d <k<5D

1
d−1

 ∣∣∣{ j ∈ N : 0 < jd − kd < 5D
}∣∣∣

≤
∑

1<k≤D
1
d

6D1/d +
∑

D
1
d <k<5D

1
d−1

5Dk1−d

≤6D
1
d D

1
d + 5D ·

∑
D

1
d <k<5D

1
d−1

k1−d

≤6D
2
d + 5D ·

∑
D

1
d <k<5D

1
d−1

k1−d.

We can estimate this last sum by using the integral

D
1−d

d +

∫ ∞

D
1
d

x1−ddx = D
1−d

d +
x2−d

2 − d

∣∣∣∣∞
D

1
d
≤ D

1−d
d + 0 +

1
d − 2

D−1+ 2
d

≤ 2D−1+ 2
d .

Thus the final bound is

6D2/d + 10D2/d ≤ 16D2/d.
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Now we focus on the second estimate in (2.26)

sup
4D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣. (2.28)

We will count this estimate via differences b = j − k as done in p = 4 case. Since

bd = ( j − k)d < jd − kd < C + D we must have 1 ≤ b < (C + D)1/d. Then for a fixed

C ∈ [4D,D2] we can decompose (2.28) into two:

∣∣∣{( j, k) ∈ N2 : C − D < jd − kd < C + D
}∣∣∣

=

 ∑
1≤b<(C−2D)

1
d

+
∑

(C−2D)
1
d ≤b<(C+D)

1
d

 ∣∣∣{k ∈ N : C − D < (k + b)d − kd < C + D
}∣∣∣

= I + II.

In order to handle these sets let us introduce the function

g(x) := (x + b)d − xd − bd =

d−1∑
j=1

(
d
j

)
xd− jb j, x ∈ R.

Observe that this function is strictly increasing on x ≥ 0 with g(0) = 0, and thus its

restriction to [0,∞) is a bijection onto [0,∞). Consequently it has a strictly increasing

inverse g−1 : [0,∞)→ [0,∞). We observe that

g(x) ≤ xg′(x) =

d−1∑
j=1

(
d − 1

j

)
(d − j)xd− jb j ≤ dg(x), x ≥ 0.

For x ≥ 0 we have

g(x) =

d−1∑
j=1

(
d
j

)
xd− jb j ≥

for j=1,d−1
dxd−1b + dxbd−1, (2.29)
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and

g′(x) ≥ g′(0) = dbd−1. (2.30)

Furthermore from (2.29) we obtain

g(x) ≥ dbxd−1 =⇒ (g−1 ◦ g)(x) ≥ g−1 ◦ (dbxd−1)

=⇒ x ≥ g−1(dbxd−1)

=⇒
( x
db

) 1
d−1
≥ g−1(x),

(2.31)

and
g(x) ≥ dxbd−1 =⇒ (g−1 ◦ g)(x) ≥ g−1 ◦ (dxbd−1)

=⇒ x ≥ g−1(dxbd−1)

=⇒
x

dbd−1 ≥ g−1(x).

(2.32)

Depending on the sizes x, b usefulness of (2.31) and (2.32) changes. We first estimate the

second sum. For fix b. Then

∣∣∣{k ∈ A : C − D < (k + b)d − kd < C + D
}∣∣∣

=
∣∣∣{k ∈ A : C − D − bd < g(k) < C + D − bd}∣∣∣
≤
∣∣∣{k ∈ A : 0 < g(k) < C + D − bd}∣∣∣.

(2.33)

From (2.32) we obtain

g(k) < C + D − bd =⇒ k <
C + D − bd

dbd−1 .

Since k > 0, and bd ≥ C − 2D ≥ 2D the last term of (2.33) is bounded by

∣∣∣{k ∈ A : 1 ≤ k <
C + D − bd

dbd−1

}∣∣∣ ≤ C + D − bd

dbd−1 ≤
C + D − 2D

dbd−1

≤
3D

dbd−1

≤
3D

dD
d−1

d

≤
3D1/d

d
.
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By our assumption the cardinality of integers b is bounded by

3D = (C + D) − (C − 2D)

=
[
(C + D)

1
d − (C − 2D)

1
d
][ d∑

j=1

(C + D)
d− j

d (C − 2D)
j−1
d
]
.

This implies that

3D =
[
(C + D)

1
d − (C − 2D)

1
d
][ d∑

j=1

(C + D)
d− j

d (C − 2D)
j−1
d
]

>
for j=1

[
(C + D)

1
d − (C − 2D)

1
d
]
(C + D)

d−1
d .

(2.34)

By (2.34) we have

(C + D)
1
d − (C − 2D)

1
d < 3D(C + D)

1
d−1 < 3D

1
d .

Thus II is bounded by

II ≤ (3D
1
d + 1)

(3D1/d

d

)
≤

9D2/d

d
+

3D1/d

d

≤ 3D2/d + D1/d

≤ 4D2/d.

We turn back to I. Fix b.

∣∣∣{k ∈ N : C − D < (k + b)d − kd < C + D
}∣∣∣

=
∣∣∣{k ∈ N : C − D − bd < g(k) < C + D − bd}∣∣∣

=
∣∣∣{k ∈ N : g−1(C − D − bd) < k < g−1(C + D − bd)

}∣∣∣.
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By Mean Value Theorem the cardinality of this set is bounded by

∣∣∣g−1(C + D − bd) − g−1(C − D − bd)
∣∣∣

= (C + D − bd −C + D + bd)(g−1)′(x) = 2D(g−1)′(x), (2.35)

for some C−D−bd < x < C+D−bd.Observe that since both g′, g−1 are strictly increasing

on the positive real axis, (g−1)′ is strictly decreasing there. Thus (2.35) can be bounded

by 2D(g−1)′(C − D − bd). By properties of g for y > 0

1
g(g−1(y))

≥
1

g−1(y)g′(g−1(y))
=⇒

1
y
≥

1
g−1(y)g′(g−1(y))

=⇒ (g−1)(y) =
g−1(y)

y
.

Combining this with (2.31) and (2.32) we have

(g−1)′(C − D − bd) ≤
g−1(C − D − bd)

C − D − bd

≤
1

C − D − bd min
[(C − D − bd

db

) 1
d−1
,
C − D − bd

dbd−1

]
≤ min

[ 1

(C − D − bd)
d−2
d−1 (db)

1
d−1

,
1

dbd−1

]
.

(2.36)

By using (2.35) we bound I in the following way

I ≤
∑

1≤b<(C−2D)
1
d

1 + 2D(g−1)′(C − D − bd)

≤ (C − 2D)
1
d + 2D

[ ∑
1≤b<(C−2D)

1
d

g−1(C − D − bd)
(C − D − bd)

]
.

Since C ≤ D2 we have (C − 2D)1/d ≤ D2/d. By using (2.36) we split up the sum in the
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parenthesis into two:

∑
1≤b<D

1
d

1

(C − D − bd)
d−2
d−1 b

1
d−1

+
∑

D
1
d ≤b<(C−2D)

1
d

1
dbd−1

≤
2

(C − D)
d−2
d−1

[ ∑
1≤b<D

1
d

b−
1

d−1
]

+
1
d

[ ∑
D

1
d ≤b<(C−2D)

1
d

b1−d
]
.

These sums can be estimated by the integrals

∑
1≤b<D

1
d

b−
1

d−1 ≤ 1 +

∫ D
1
d

1
b−

1
d−1 db = 1 +

d − 1
d − 2

[
b

d−2
d−1

∣∣∣∣D 1
d

1

]
= 1 +

d − 1
d − 2

[
D

d−2
d(d−1) − 1

]
≤ 2D

d−2
d(d−1) ,

and ∑
D

1
d ≤b<(C−2D)

1
d

b1−d ≤ D
1−d

d +

∫ ∞

D
1
d

= D
1−d

d +
b2−d

2 − d

∣∣∣∣∞
D

1
d

D
1−d

d
1

2 − d

[
0 − (D

1
d − 1)2−d

]
≤ 2D−1+ 2

d .

Combining all of these we obtain

I ≤ D
2
d + 2D

[ 4D
d−2

d(d−1)

(C − D)
d−2
d−1

+
2
d

D−1+ 2
d
]

≤ D
2
d + 8D1+ d−2

d(d−1)−
d−2
d−1 +

2
d

D
2
d

≤ D
2
d + 8D

2
d + 2D

2
d

≤ 11D
2
d .

Taking the maximum of these two estimates we finally obtain

sup
D≤C≤D2

∣∣∣{( j, k) ∈ N2 : j > k, | jd − kd −C| < D
}∣∣∣ ≤ 16D2/d.
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This concludes the proof.

�

2.6. Auxiliary results

In this section, we give preparatory results most of which are very crucial to prove

our main theorems.

Lemma 2.2 Let
∑M

n=1 e2πiny be the Dirichlet kernel . Then we have

∥∥∥∥∥∥ M∑
n=1

e2πiny

∥∥∥∥∥∥
Lp(T)

≈ M
p−1

p , (2.37)

where 1 < p < ∞.

Proof We first try to obtain an upper bound. For this purpose we divide our integral

into two parts:

∥∥∥∥∥∥ M∑
n=1

e2πiny

∥∥∥∥∥∥p

Lp(T)

=

∫ 1

0

∣∣∣∣∣∣∣
M∑

n=1

e2πiny

∣∣∣∣∣∣∣
p

dy

=

∫
|y|≤ 1

M

∣∣∣∣∣∣∣
M∑

n=1

e2πiny

∣∣∣∣∣∣∣
p

dy +

∫
|y|> 1

M

∣∣∣∣∣∣∣
M∑

n=1

e2πiny

∣∣∣∣∣∣∣
p

dy.

(2.38)

By using the fact
∣∣∣ ∑M

n=1 e2πiny
∣∣∣ . min(M, 1/|y|), (2.38) is bounded by

≤

∫
|y|≤ 1

M

Mpdy +

∫
|y|> 1

M

1
|y|p

dy.

= 2Mp−1 + 2
[

1
21−p(1 − p)

+
Mp−1

p − 1

]
= CpMp−1.
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Now, we will obtain a lower bound as follows:

∥∥∥∥∥∥ M∑
n=1

e2πiny

∥∥∥∥∥∥p

Lp(T)

=

∫ 1

0

∣∣∣∣∣∣∣
M∑

n=1

e2πiny

∣∣∣∣∣∣∣
p

dy ≥
∫ 1/100M

0

∣∣∣∣∣∣∣
M∑

n=1

e2πiny

∣∣∣∣∣∣∣
p

dy

≥

∫ 1/100M

0

∣∣∣∣∣∣∣
M∑

n=1

cos(2πny)

∣∣∣∣∣∣∣
p

dy

≥
Mp

2p

∫ 1/100M

0
1dy

=
Mp−1

2p100
.

(2.39)

Hence we are done.

�

Lemma 2.3 For any ε > 0, there exists a natural number n0 such that nε > log n for all

n ≥ n0.

Proof Let ε > 0 be given. We will show that the sequence {log n/nε}n∈N converges to

zero. Observe that

lim
n→∞

log n
nε

=
∞

∞
.

By using L’Hôpital’s Rule, we have

lim
n→∞

log n
nε

= lim
n→∞

1/n
εnε−1 =

1
εnε

= 0.

Let δ = 1. Then there exits n0 ∈ N such that

log n ≤ nε for all n ≥ n0.

Thus we are done. �

Remark 2.4 An inequality log2 n < nε is also true with the same conditions that the

previous lemma has.

Remark 2.5 For all ε > 0 we have log n ∈ O(nε).

The following lemmas on the Poisson process allow us to make rigorous the
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heuristic that if we have a Poisson process {N(t)}t≥0 with an intensity 1 then N( j) takes

integer values between j −
√

j and j +
√

j.

Lemma 2.4 Let N be a Poisson process of intensity 1, and let m ∈ N. Let 0 < λ ≤
√

m.

Then

P[|N(m) − m| > λ
√

m] ≤ 2e−λ
2/4.

Proof We start with

P[|N(m) − m| > λ
√

m] = P[N(m) − m > λ
√

m] + P[m − N(m) > λ
√

m]

= I + II.

We first deal with I. Let t > 0.

I = P[t(N(m) − m) > tλ
√

m] = P[et(N(m)−m) > etλ
√

m]

= P[et(N(m)−m)−tλ
√

m > 1]

≤ E[et(N(m)−m)−tλ
√

m]

= e−tλ
√

m−mtE[etN(m)].

This last average value is indeed the moment generating function of N(m), and can be

calculated by using the third property of Poisson processes to be em(et−1). Thus we have

I ≤ e−tλ
√

m−m+m(et−1) (2.40)

Notice that for 0 < t ≤ 1 we have

et = 1 + t +
t2

2

[
1 +

t
3

+
t2

4 · 3
+ · · ·

]
≤ 1 + t +

t2

2

[
1 +

1
3

+
1
32 + · · ·

]
= 1 + t +

t2

2

∞∑
n=0

(
1
3

)n

= 1 + t +
3
4

t2.

(2.41)

63



Plugging (2.41) into (2.40) yields

I ≤ e−tλ
√

m+m(et−t−1) ≤ e−tλ
√

m+ 3
4 mt2 , 0 < t ≤ 1.

By taking t = λ/
√

m, I is bounded by

e−
λ√
m
λ
√

m+ 3
4 m λ2

m = e−λ
2/4. (2.42)

By following the exact same steps we also have

II ≤ e−tλ
√

m+m(e−t−1+t). (2.43)

Notice that for 0 < t ≤ 1

et = 1 − t +
t2

2
−

[ t3

3!
−

t4

4!

]
−

[ t5

5!
−

t6

6!

]
· · · ≤ 1 − t +

t2

2
(2.44)

where we utilized the fact that every expression inside parentheses is positive.

Plugging (2.44) into (2.43) gives

II ≤ e−tλ
√

m+m t2
2 .

Choosing t = λ/
√

m, II is bounded by

e−
λ√
m
λ
√

m+m λ2
2m = e−λ

2/2. (2.45)

Combining (2.42) and (2.45) the final bound is 2e−λ
2/4, and this completes the proof. �

We now present two lemmas both of which give nontrivial upper bounds to the

probability of a Poisson process with intensity 1.
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Lemma 2.5 Let {N(t)}t>0 be a Poisson counting process with intensity 1. Let a ∈ N. Then

sup
t≥0
P[N(t) = a] ≤

1
√

2πa
.

Proof We have

sup
t≥0
P[N(t) = a] = sup

t≥0
e−t ta

a!
=

1
a!

sup
t≥0

tae−t.

Our purpose is to find the supremum of a smooth nonnegative function β(t) = tae−t on

[0,∞). This function vanishes at the endpoints of this interval, that is,

β(0) = 0ae0 = 0 and lim
t→∞

tae−t = 0.

So to find the supremum we differentiate and set it equal to zero.

0 =
d
dt

(
tae−t) = ata−1e−t − tae−t = ta−1e−t(a − t).

Thus supremum is attained at t = a, and is aae−a. By a precise version of Stirling’s formula

due to (Robbins, 1955, 26), n ∈ N we have

1
√

2πn
e−

1
12n ≤

1
n!
·

nn

en ≤
1
√

2πn
e−

1
12n+1 ≤

1
√

2πn
. (2.46)

By using (2.46) we obtain

sup
t≥0
P[N(t) = a] =

1
a!

sup
t≥0

tae−t ≤
1
a!

aa

ea ≤
1
√

2πa
.

This concludes the proof.

�

Lemma 2.6 Let t ≥ 0. Then

sup
a∈Z+

P[N(t) = a] = P[N(t) = btc] ≤ min
{
1,

1
√

2πbtc
}
.

Proof Observe that

P[N(t) = a] = e−t ta

a!
.
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Thus the supremum over a depends only on the fraction ta/a!. As

ta+1

a + 1!
=

t
a + 1

ta

a!
,

as long as a+1 ≤ btc this fraction increases, and then for a+1 > btc it decreases. Therefore

the supremum is attained at btc. By applying Lemma 2.5 we have

sup
a∈Z+

P[N(t) = a] ≤
tbtc

etbtc!
≤

1
√

2πbtc

for t ≥ 1. Since probability can not be bigger than one we have

sup
a∈Z+

P[N(t) = a] ≤ 1

for 0 ≤ t < 1. This finishes the proof.

�

In the proof Theorem 1.8, we will need several lemmas. First we start with the

following lemma related to independent random variables.

Lemma 2.7 Let X1, . . . , Xn be independent random variables, m1 + . . . + mk = n and

f1, . . . , fk be Borel measurable functions of m1, ...,mk variables respectively. Then the

random variables

Y1 = f1(X1, ..., Xm1),Y2 = f2(Xm1+1, . . . , Xm1+m2), . . . ,Yk = f (Xm1+...+mk−1+1, . . . , Xn)

are independent.

One can find the proof of Lemma 2.7 in (Koralov and Sinai, 2007).

The next lemma enables us to split up random variables into two groups in a way

that the sums over these groups are independent.

Lemma 2.8 Let {Xt}t≥0 be an independent increment process. Let n ≥ 2 be an integer,

and let ( ji, ki), 1 ≤ i ≤ n be nonempty open intervals. Let σ1∪σ2 be a partition of indices

{1, 2, . . . , n} into two nonempty subsets. Suppose no interval indexed by σ1 intersects the
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intervals indexed by σ2 and vice versa. Then the random variables

∑
i∈σ1

Xki − X ji ,
∑
i∈σ2

Xki − X ji

are independent.

Proof We start with listing ji, ki, i ∈ σ1 in increasing order, and let t1 ≤ t2 ≤ . . . ≤ t2|σ1 |

be this list. For the intervals (ti, ti+1), 1 ≤ i ≤ 2|σ1| − 1, let i ∈ β1 ⊆ {1, 2, . . . , } represent

indices where (ti, tt+1) is contained within one of ( ji, ki), i ∈ σ1. Then notice that we have

∑
i∈σ1

Xki − X ji =
∑
i∈β1

di(Xti+1 − Xti
) (2.47)

for some natural numbers di. Since we may have more than one interval whose lengths

are the same, the coefficients di appears in the summation above. We follow this same

process for indices in σ2 to obtain (ti, ti+1), i ∈ β2, that is we have

∑
i∈σ2

Xki − X ji =
∑
i∈β2

ci(Xti+1 − Xiti) (2.48)

for some numbers ci. From (2.47) and (2.48) we see that the intervals indexed by β1, β2

are all disjoint. So keeping in mind the independent increment property we obtain our

result by applying Lemma 2.7. �

In order to perform calculation of probabilities in Theorem 1.8 we are in need of the next

two lemmas which are analogues of Lemmas 2.5,2.6 for a linear combination of Poisson

random variables.

Lemma 2.9 Let Ni be independent random variables of Poisson distribution with mean

µi > 0, and di ∈ N where 1 ≤ i ≤ n. Let µ := max1≤i≤n µi. Then for a ∈ Z+

P
[ n∑

i=1

diNi = a
]
≤ min

{
1,

1√
2πbµc

}
.

Proof Without loss of generality assume µn = µ. Observe that

P
[ n∑

i=1

diNi = a
]

=
∑

a1+a2+...+an=a
ai∈Z+

P
[
Ni = ai/di, 1 ≤ i ≤ n

]
.
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Since Ni are independent random variables, where 1 ≤ i ≤ n the last term equals

∑
a1+a2+...+an=a

ai∈Z+

n−1∏
i=1

P
[
Ni = ai/di]

By using the assumption µn = µ and Lemma 2.6 we have

≤ min
{
1,

1√
2πbµc

} ∑
a1+a2+...+an=a

ai∈Z+

n−1∏
i=1

P
[
Ni = ai/di].

This allows us to sum over ai, 1 ≤ i ≤ n

≤ min
{
1,

1√
2πbµc

} a∑
ai=0

1≤i≤n−1

n−1∏
i=1

P
[
Ni = ai/di] = min

{
1,

1√
2πbµc

} n−1∏
i=1

a∑
ai=0

P
[
Ni = ai/di].

Since every sum in the last term less than or equal 1 we finally have

≤ min
{
1,

1√
2πbµc

}
.

This finishes the proof. �

Lemma 2.10 Let ( ji, ki), 1 ≤ i ≤ n be nonempty open intervals, and let {N(t)}t≥0 be a

Poisson process of intensity 1. Let m be an index at which ki− ji becomes maximum. Then

for any a ∈ Z+

P
[ n∑

i=1

N(ki) − N( ji) = a
]

= min{1,
1√

2πb(km − jm)/2nc
}.

Proof We start with applying the process expressed in Lemma 2.8 to obtain the disjoint

intervals (ti, ti+1), i ∈ β for a set of indices β ⊆ {1, 2, . . . 2n − 1} that allow us to write

n∑
i=1

N(ki) − N( ji) =
∑
i∈β

di[N(ti+1) − N(ti)]
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for some natural numbers di. Observe that the union of (ti, ti+1), i ∈ β is the same as the

union of ( ji, ki), 1 ≤ i ≤ n, and hence at least one (ti, ti+1), i ∈ β has length at least

(km − jm)/2n. Let µ := maxi∈β (ti+1 − ti). Then we have by Lemma 2.9

P
[ n∑

i=1

N(ki) − N( ji) = a
]

= P
[∑

i∈β

di[N(ti+1) − N(ti)] = a
]

≤ min
{
1,

1√
2πbµc

}
≤ min

{
1,

1√
2πb(km − jm)/2nc

}
.

This finishes the proof. �

The following two lemmas are very useful and they will be used in the proofs of

Theorems 1.3,1.8 respectively.

Lemma 2.11 Let 10 > C ≥ 1.

i) If x > e50, then

|x − y| ≤ C
√

x log x =⇒ |x − y| ≤ 2C
√

y log y.

ii) If y > e50, x ≥ 1 then

|x − y| ≥ 2C
√

x log x =⇒ |x − y| ≥ C
√

y log y.

Proof For the first statement observe that y ≥ x −C
√

x log x ≥ x/2, thus x ≤ 2y. Since√
x log x is an increasing function, we have

√
x log x ≤

√
2y log 2y ≤ 2

√
y log y. This

completes the proof of the first statement.

As for the second statement, if y ≤ 2x, due to the same reason
√

y log y ≤√
2x log 2x ≤ 2

√
x log x. If y ≥ 2x, then y − x ≥ y/2, and since C

√
y log y ≤ y/2.

This completes the proof of the second statement.

�

Lemma 2.12 Let A ⊆ N be a finite set, and let a ∈ R, b ∈ N satisfy 0 < a ≤ b ≤ min A.

Let d ≥ 2 be an integer. Let Φ : [a,∞)→ (0,∞) be a decreasing function. Then
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∑
j,k∈A
j<k

Φ(kd − jd) ≤
∑

b≤ j<k≤b+|A|−1

Φ(kd − jd).

Proof Let us first list the elements of A into a strictly increasing sequence a1, a2, . . . , a|A|.

Then for any 1 ≤ j < k ≤ |A| we have a j+1 − a j ≥ 1. This implies

ak − a j =

k−1∑
i= j

ai+1 − ai ≥

k−1∑
i= j

1 = k − j. (2.49)

Let j = 1. By using (2.49) and the assumption 0 < a ≤ b ≤ min A = a1 we obtain

ak ≥ a1 + k − 1 ≥ b + k − 1.

Combining all of these

ad
k − ad

j = (ak − a j)
(
ad−1

k + ad−2
k a j + · · · + akad−2

j + ad−1
j

)
=

(
ak − a j

) d−1∑
i=0

ad−1−i
k ai

j

≥
(
k − j

) d−1∑
i=0

(b + k − 1)d−1−i(b + j − 1)i

= (b + k − 1)d − (b + j − 1)d.

Since d ≥ 2 the term in the second line above can not be less than 2b. This implies that

both ad
k − ad

j and (b + k − 1)d − (b + j − 1)d are in the domain of Φ. Since the function Φ

is decreasing, this enables us to obtain

∑
j,k∈A
j<k

Φ(kd − jd) =
∑

1≤ j,k≤|A|
j<k

Φ(ad
k − ad

j ) ≤
∑

1≤ j<k≤|A|

Φ((b + k − 1)d − (b + j − 1)d)

=
∑

b≤ j<k≤b+|A|−1

Φ(kd − jd),

where we used the fact that ad
k − ad

j ≥ (b + k − 1)d − (b + j − 1)d to pass from the first line

to the second line. �
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CHAPTER 3

HARDY-LITTLEWOOD MAJORANT PROBLEM

RANDOMIZED VIA STOCHASTIC PROCESSES

In this chapter, our aim is to give exhaustive proofs of Theorem 1.1, Theorem 1.2,

Theorem 1.3, Theorem 1.4 and Theorem 1.5 respectively. For this purpose, we will often

apply auxiliary results.

3.1. Hardy-Littlewood majorant problem randomized via stationary

processes

Proof of Theorem 1.1 Let the distribution of the random variables in our process be given

by µX j(k) = µ(k) = dk. We will see that (1.12) and (1.13) follow from (1.11). Clearly for

every ω ∈ Ω by considering a neighborhood of y = 0 we have

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥
∞

= |A|. (3.1)

From this our theorem follows for p = ∞. Let 1 ≤ p < ∞. From (3.1), we also have

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥

p
≤

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥
∞
≤ |A|,

E
∥∥∥∥∑

j∈A

e2πiyX j

∥∥∥∥p

p
≤ |A|p.

This finishes one direction of (1.11). For the other direction of (1.11) with p = 2

we have

E
∥∥∥∥∑

j∈A

e2πiyX j

∥∥∥∥2

2
= E

∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣2dy = E

∫
T

∑
i, j∈A

e2πiy(X j−Xi)dy

= E
∑
j∈A

∑
i∈A

∫
T

e2πiy(X j−Xi)dy
(3.2)
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For a fixed ω the integral in the last expression is 1 if X j(ω) = Xi(ω) and 0 otherwise. We

define

U(ω, k) := |{ j ∈ A : X j(ω) = k}| =
∑
j∈A

I{X j=k}(ω), (3.3)

where I denotes the indicator function. Therefore we have

EU(ω, k) =
∑
j∈A

E I{X j=k}(ω) =
∑
j∈A

P{X j = k} = |A|dk. (3.4)

The Cauchy-Schwarz inequality yields EU2(ω, k) ≥ [EU(ω, k)]2 = |A|2d2
k , and applying

this we continue from (3.2) as follows

= E
∑
j∈A

U(ω, X j(ω)) = E
∑
k∈Z

U2(ω, k) =
∑
k∈Z

EU2(ω, k) ≥ |A|2
∑
k∈Z

d2
k . (3.5)

This finishes (1.11) for p = 2. For 2 < p < ∞:

E
∥∥∥∥∑

j∈A

e2πiyX j

∥∥∥∥p

p
= E

∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣pdy
by (2.1)
≥ E

[ ∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣2dy
]p/2

≥
[
E

∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣2dy
]p/2

≥ |A|p
[∑

k∈Z

d2
k

]p/2
.

(3.6)

For 1 ≤ p < 2 we again benefit from the same ideas:

E
∥∥∥∥∑

j∈A

e2πiyX j

∥∥∥∥2

2
= E

∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣2dy

≤ E
∥∥∥∥∑

j∈A

e2πiyX j(ω)
∥∥∥∥2−p

∞

∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣pdy

= |A|2−pE

∫
T

∣∣∣∣∑
j∈A

e2πiyX j

∣∣∣∣pdy.

(3.7)

Thus
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E
∥∥∥∥∑

j∈A

e2πiyX j

∥∥∥∥p

p
≥ |A|p

∑
k∈Z

d2
k . (3.8)

This finishes the proof of (1.11). To obtain (1.12) it is sufficient to observe that for any ω

and any sequence {a j} j∈A with |a j| ≤ 1

∥∥∥∥∑
j∈A

a je2πiyX j(ω)
∥∥∥∥
∞
≤

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥
∞
≤ |A|, (3.9)

and therefore for any 1 ≤ p < ∞

∥∥∥∥∑
j∈A

a je2πiyX j(ω)
∥∥∥∥p

p
≤

∥∥∥∥∑
j∈A

a je2πiyX j(ω)
∥∥∥∥p

∞
≤ |A|p. (3.10)

We use this and (3.9) to conclude that for any 1 ≤ p ≤ ∞

E sup
|a j |≤1

∥∥∥∥∑
j∈

a je2πiyX j

∥∥∥∥p

p
≤ |A|p, E sup

|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyX j

∥∥∥∥
∞
≤ |A|. (3.11)

Then using (1.11) we obtain (1.12).

To deal with (1.13) we need to introduce a new method that is more general than

the one we used to prove (1.11), in that it is applicable to any real valued stationary process

and not just to integer valued ones. But as a tradeoff it gives worse bounds. Let κ > 0 be

small, and let K be such that ∑
|k|≤K

dk > 1 − κ. (3.12)

Therefore

E

∑
j∈A

I{|X j |≤K}

 ≥ (1 − κ)|A|. (3.13)

Then for the set

Ωκ := {ω ∈ Ω :
∑
j∈A

I{|X j |≤K} ≥
9
10
|A|} (3.14)

we have P(Ωκ) ≥ 1 − 10κ. To see this, we consider the following argument. For ω ∈ Ωκ,

we have
9|A|
10

+
∑
j∈A

I{|X j |>K} ≤
∑
j∈A

I{|X j |≤K} +
∑
j∈A

I{|X j |>K}

= |A|.
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Then
9|A|
10

+
∑
j∈A

I{|X j |>K} ≤ |A|,

∑
j∈A

I{|X j |>K} ≤
|A|
10
.

By Markov’s inequality and the fact E[
∑

j∈A I{|X j |>K}] ≤ |A|κ, we have

P

ω ∈ Ω \Ωκ :
∑
j∈A

I{|X j |>K} >
|A|
10

 ≤ E
∑

j∈A

I{|X j |>K}

 10
|A|

≤ |A|κ
10
|A|

= 10κ.

(3.15)

From (3.15), we obtain

P

ω ∈ Ωκ :
∑
j∈A

I{|X j |>K} ≤
|A|
10

 = 1 − P

ω ∈ Ω \Ωκ :
∑
j∈A

I{|X j |>K} >
|A|
10


≥ 1 − 10κ.

Now we observe that for ω ∈ Ωκ and 0 ≤ y ≤ 1/100K we have

∣∣∣∣∑
j∈A

e2πiyX j(ω)
∣∣∣∣ ≥ ∣∣∣∣ ∑

|X j(ω)|≤K

e2πiyX j(ω)
∣∣∣∣ − ∣∣∣∣ ∑

|X j(ω)|>K

e2πiyX j(ω)
∣∣∣∣

≥

∣∣∣∣ ∑
|X j(ω)|≤K

cos 2πyX j(ω)
∣∣∣∣ − |A|10

≥
9|A|
20
−
|A|
10

>
|A|
4
.

(3.16)

For any ω ∈ Ωκ, and p ≥ 1 we apply this last result to obtain

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥p

p
=

∫
T

∣∣∣∣∑
j∈A

e2πiyX j(ω)
∣∣∣∣pdy ≥

∫ 1/100K

0

∣∣∣∣∑
j∈A

e2πiyX j(ω)
∣∣∣∣pdy

≥

∫ 1/100K

0

|A|p

4p dy

=
|A|p

4p100K

(3.17)
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From this we have

P
[∥∥∥∥∑

j∈A

e2πiyX j(ω)
∥∥∥∥p

p
≥
|A|p

4p100K

]
≥ 1 − 10κ. (3.18)

So, if |A| is larger than a constant depending only on κ, ε, p we have

P
[
|A|ε

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥p

p
≥ |A|p+ε/2 |A|

ε/2

4p100K
≥ |A|p+ε/2

]
≥ 1 − 10κ. (3.19)

The expression above yields

P
[
|A|ε

∥∥∥∥∑
j∈A

e2πiyX j(ω)
∥∥∥∥p

p
≥ sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyX j(ω)
∥∥∥∥p

p

]
≥ 1 − 10κ. (3.20)

Therefore taking limits and considering that κ is arbitrary we obtain the desired result.

�

3.2. Hardy-Littlewood majorant problem randomized via Poisson

processes

Proof of Theorem 1.2

As before we will see that (1.15) and (1.16) follow from (1.14). Clearly for every

ω ∈ Ω by considering a neighborhood of y = 0 we have

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥
∞

= M. (3.21)

From this our theorem follows for p = ∞ immediately. The claim (1.14) for p = 2 is

settled by observing that

E
∥∥∥∥ M∑

j=1

e2πiyN( j)(ω)
∥∥∥∥2

2
= E

M∑
j,k=1

∫
T

e2πiy[N( j)(ω)−N(k)(ω)]dy =

M∑
j,k=1

P[N(| j − k|) = 0]

=

M∑
j,k=1

e−| j−k|,
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and

M ≤
M∑

j,k=1

e−| j−k| = M + 2
M−1∑
j=1

(M − j)e− j ≤ M + 2M
M−1∑
j=1

e− j ≤ 3M. (3.22)

For 2 < p < ∞ we have

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥p

p
=

∫
T

∣∣∣∣ M∑
j=1

e2πiyN( j)(ω)
∣∣∣∣pdy

≤

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥p−2

∞

∫
T

∣∣∣∣ M∑
j=1

e2πiyN( j)(ω)
∣∣∣∣2dy

≤ Mp−2
∥∥∥∥ M∑

j=1

e2πiyN( j)(ω)
∥∥∥∥2

2
.

(3.23)

Taking expectation of both sides of (3.23) we obtain

E
∥∥∥∥ M∑

j=1

e2πiyN( j)(ω)
∥∥∥∥p

p
≤ Mp−2E

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥2

2
≤ 3Mp−1. (3.24)

This concludes one direction of (1.14).

For the other direction, let BM = {ω ∈ Ω| N(M) > 2M}. We have by Lemma 2.4

P(BM) = P
(
{ω ∈ Ω| N(M) − M >

√
M
√

M}
)
≤ 2e−M/4.

Thus for ω except these, and 1 ≤ p < ∞ we have

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥p

p
≥

∫ 1/100M

0

∣∣∣∣ M∑
j=1

e2πiyN( j)(ω)
∣∣∣∣pdy

≥

∫ 1/100M

0

∣∣∣∣ M∑
j=1

cos 2πyN( j)(ω)
∣∣∣∣pdy

≥ Mp−1/100 · 2p.

(3.25)

Hence

E
∥∥∥∥ M∑

j=1

e2πiyN( j)
∥∥∥∥p

p
≥ Mp−1/100 · 2p+1.

This settles (1.14) completely.
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Observe that for any ω and any sequence {a j}
M
j=1, |a j| ≤ 1 we have

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥2

2
≤

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥2

2
. (3.26)

To show (1.15), we have by (3.26)

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥p

p
≤

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥p−2

∞

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥2

2

≤ Mp−2
∥∥∥∥ M∑

j=1

e2πiyN( j)(ω)
∥∥∥∥2

2
.

(3.27)

Using (3.27) and (1.14) we obtain

E sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥p

p
≤ 3Mp−1 . E

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥p

p
.

This concludes proof of (1.15).

Now our aim is to show (1.16).

E sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥p

p
≤ 3Mp−1

implies that

P
[

sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥p

p
≥ 3Mp−1 log(M + 1)

]
≤ 1/ log(M + 1).

Therefore using (3.25) and Lemma 2.3 except for a set of probability at most 2e−M/4 +

1/ log(M + 1)

sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyN( j)(ω)
∥∥∥∥p

p
≤ 300 · 2pMε

∥∥∥∥ M∑
j=1

e2πiyN( j)(ω)
∥∥∥∥p

p
,
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and this proves (1.16).

�

Proof of Theorem 1.3 We first show (1.17) for p = 2.

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥2

2
= E

∑
j,k∈A

∫
T

e2πiy[N( jd)−N(kd)]dy =
∑
j,k∈A

P[N( jd) = N(kd)]

=
∑
j,k∈A

P[N(| jd − kd|) = 0]

=
∑
j,k∈A

e−| j
d−kd |.

This can be bounded from both sides

|A| ≤
∑
j,k∈A

e−| j
d−kd | ≤ |A| + 2

∑
j∈A

∑
k∈A
k< j

ekd− jd ≤ |A| + 2
∑
j∈A

( j−1)d∑
k=1

ek− jd

≤ |A| + 2
∑
j∈A

e− jd
[
e( j−1)d+1 − e

]
e − 1

≤ |A| + 4
∑
j∈A

e( j−1)d− jd

≤ |A| + 4
∑
j∈A

e−d( j−1)d−1

≤ |A| + 4.

To see how we pass from the third line to the fourth line above, let us consider the follow-

ing argument. Let α(x) = −xd be a function on [ j − 1, j]. By the Mean Value Theorem

there exists c ∈ [ j − 1, j] such that

( j − 1)d − jd = −( j − j + 1)dcd−1 ≤ −d( j − 1)d−1.

This yields (1.17) for p = 2. We now turn to (1.17) for p = 4. From this (1.17) follows

for all 2 ≤ p ≤ 4. By the inequality (2.1) and p = 2 case, the left hand side of (1.17) can
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be estimated as follows.

E
∥∥∥∥∑

j∈A

e2πiyN( j)(ω)
∥∥∥∥

p
≥ E

∥∥∥∥∑
j∈A

e2πiyN( j)(ω)
∥∥∥∥

2

≥ |A|1/2.

Now we will focus on the right hand side of (1.17). We begin with some reductions that

will be useful for us later on. If |A| ≤ 3e100, then our result is immediate. If |A| > 3e100,

then we let A0 = A ∩ [1, e100]. By Minkowski’s inequality, we obtain

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥4

4
≤ E

∥∥∥∥∑
j∈A0

e2πiyN( jd) +
∑

j∈A/A0

e2πiyN( jd)
∥∥∥∥4

4

≤ E

[∥∥∥∥∑
j∈A0

e2πiyN( jd)
∥∥∥∥

4
+

∥∥∥∥ ∑
j∈A/A0

e2πiyN( jd)
∥∥∥∥

4

]4

≤ 15
[
E
∥∥∥∥∑

j∈A0

e2πiyN( jd)
∥∥∥∥4

4
+ E

∥∥∥∥ ∑
j∈A/A0

e2πiyN( jd)
∥∥∥∥4

4

]
≤ 15

[
|A0|

4 + E
∥∥∥∥ ∑

j∈A\A0

e2πiyN( jd)
∥∥∥∥4

4

]
.

If we had our result for sets that contains no element in [1, e100] and have more elements

than e100, then applying it we would obtain

15
[
|A0|

4 + C|A \ A0|
2
]
≤ 15(C + e200)|A|2.

So we may assume that our set A contains no element in [1, e100] and have more elements

than e100.
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We start with converting our sum

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥4

4
= E

∫
T

∣∣∣∣∑
j∈A

e2πiyN( jd)
∣∣∣∣4dy

= E

∫
T

∣∣∣∣∑
j∈A

e2πiyN( jd)
∣∣∣∣2∣∣∣∣∑

j∈A

e2πiyN( jd)
∣∣∣∣2dy

= E
∑

j1, j2,k1,k2∈A

∫
T

e2πiy[N( jd1)−N(kd
1)]e2πiy[N( jd2)−N(kd

2)]dy

= E
∑

j1, j2,k1,k2∈A

∫
T

e2πiy[N( jd1)+N( jd2)−N(kd
1)−N(kd

2)]dy

=
∑

j1, j2,k1,k2∈A

P[N( jd
1) + N( jd

2) = N(kd
1) + N(kd

2)].

The set A4 to which any quadruple ( j1, j2, k1, k2) belongs can be written as follows

A4 = A11 ∪ A12 ∪ A21 ∪ A22 ∪ A3.

Here Aab, a, b ∈ {1, 2} is the set of quadruples ( j1, j2, k1, k2) for which ja = kb. The set A3

contains those elements of A4 that is in none of these Aab, a, b ∈ {1, 2}. We have

∑
( j1, j2,k1,k2)∈A11

P[N( jd
1) + N( jd

2) = N(kd
1) + N(kd

2)] =
∑

j1, j2,k2∈A

P[N( jd
2) = N(kd

2)]

= |A|
∑
j,k∈A

P[N( jd) = N(kd)],

and this last sum has been estimated above. For A12, A21, A22 via the same argument we

get the same result. Therefore it remains to handle A3. We decompose

A3 = A31 ∪ A32 ∪ A33 ∪ A34,
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where
A31 : {( j1, j2, k1, k2) ∈ A3 : j1 > k1, j2 > k2}

A32 : {( j1, j2, k1, k2) ∈ A3 : j1 > k1, j2 < k2}

A33 : {( j1, j2, k1, k2) ∈ A3 : j1 < k1, j2 > k2}

A34 : {( j1, j2, k1, k2) ∈ A3 : j1 < k1, j2 < k2}

Summing over A31, A34 is easy, and we first handle these.

∑
A31

P[N( jd
1) + N( jd

2) = N(kd
1) + N(kd

2)] =
∑
A31

P[N( jd
1) − N(kd

1) = N(kd
2) − N( jd

2)].

As j2 > k2, and N(t) is increasing we must have N( jd
1)−N(kd

1) ≥ 0 and N(kd
2)−N( jd

2) ≤ 0.

Therefore for these to be equal they must both be zero. Hence

≤
∑
A31

P[N( jd
1) − N(kd

1) = 0] ≤ |A|2
∑
j,k∈A
k< j

P[N( jd) − N(kd) = 0].

We estimated this last sum above to be bounded by 2. The set A34 is handled the same

way.

We now move on to A32. This, together with its symmetric counterpart A33, repre-

sent the most important, generic cases. We have

∑
A32

P[N( jd
1) + N( jd

2) = N(kd
1) + N(kd

2)] =
∑
A32

P[N( jd
1) − N(kd

1) = N(kd
2) − N( jd

2)].

We decompose A32 = A321 ∪ A322, in the first of which are contained those ( j1, j2, k1, k2)

for which the intervals (k1, j1), ( j2, k2) are disjoint, and in the second those for which they
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intersect. We first sum over A321 which can be written as

∑
A321

P[N( jd
1) − N(kd

1) = N(kd
2) − N( jd

2)]

=
∑
A321

∞∑
a=0

P[N( jd
1) − N(kd

1) = a = N(kd
2) − N( jd

2)]

=

∞∑
a=0

∑
A321

P[N( jd
1) − N(kd

1) = a]P[N(kd
2) − N( jd

2) = a]

≤

∞∑
a=0

∑
j1,k1∈A
j1>k1

∑
j2,k2∈A
k2> j2

(k1, j1)∩( j2,k2)=∅

P[N( jd
1) − N(kd

1) = a]P[N(kd
2) − N( jd

2) = a]

≤

∞∑
a=0

[ ∑
j,k∈A
j<k

P[N(kd − jd) = a]
]2
.

Now our aim is to estimate the inner sum independent of a, and then use this and

Fubini’s Theorem to reach the desired estimate. If we manage to show that the inner sum

is bounded by a constant C(A) that may depend on A but is independent of a, then we

have
∞∑

a=0

[ ∑
j,k∈A
j<k

P[N(kd − jd) = a]
]2
≤ C(A)

∞∑
a=0

∑
j,k∈A
j<k

P[N(kd − jd) = a]

= C(A)
∑
j,k∈A
j<k

∞∑
a=0

P[N(kd − jd) = a]

= C(A)
∑
j,k∈A
j<k

∞∑
a=0

(kd − jd)a

a!
e−(kd− jd)

= C(A)
∑
j,k∈A
j<k

e(kd− jd)e−(kd− jd)

= C(A)
∑
j,k∈A
j<k

1

≤ C(A)|A|2.

Let us begin with a crude estimate. For a ∈ N we have by Lemma 2.5

∑
j,k∈A
j<k

P[N(kd − jd) = a] ≤ |A|2 sup
t≥0
P[N(t) = a] ≤

|A|2
√

2πa
.
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Observe that the inner sum is bounded by a positive constant for a ≥ |A|4. This is also true

for a = 0 since we already have

∑
j,k∈A
j<k

P[N(kd − jd) = 0] ≤ 2.

We want to obtain this same property, if possible, for all a ≥ 0. Thus we may assume

1 ≤ a < |A|4. Our strategy is to decompose the inner sum to two sums over sets A1, A2.

For this purpose we define the function f (x) := 4
√

x log x for x ≥ 1. Then define

A1 := {( j, k) ∈ A2 : j < k, |a − (kd − jd)| ≥ 2 f (a)}

A2 := {( j, k) ∈ A2 : j < k} \ A1.

We note that if a < e90 then A2 is empty, and therefore we may assume that a is large

when summing over that set.

We first consider the sum over A1. By Lemma 2.11 we have |a − (kd − jd)| ≥

f (kd − jd) and by Lemma 2.4

P[N(kd − jd) = a] ≤ P[|N(kd − jd) − (kd − jd)| = |a − (kd − jd)|]

≤ P[|N(kd − jd) − (kd − jd)| ≥ f (kd − jd)]

= P[|N(kd − jd) − (kd − jd)| ≥ 4
√

kd − jd log(kd − jd)]

≤ 2e−16 log(kd− jd)/4

= 2e−4 log(kd− jd)

= 2(kd − jd)−4.

Therefore

∑
A1

P[N(kd − jd) = a] ≤ 2
∑
j<k

(kd − jd)−4 ≤ 2
∑

j

∑
k> j

k−4 ≤ 1. (3.28)
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We now focus on summing over the set A2. By Lemma 2.5 we have

∑
A2

P[N( jd − kd) = a] ≤
1
√
π

a−1/2|A2| ≤ a−1/2|A2|.

So our aim is to estimate the cardinality of A2. We can rewrite A2 as

A2 = {( j, k) : j < k, ( jd + a − 2 f (a)))
1
d < k < ( jd + a + 2 f (a))

1
d }.

Let g(x) = x1/d be a function on the closed interval [ jd, jd +a+2 f (a)]. By the Mean Value

Theorem, there exists c ∈ [ jd, jd + a + 2 f (a)] such that

( jd + a + 2 f (a))
1
d − j = ( jd + a + 2 f (a) − jd)

c
1−d

d

d

≤ [a + 2 f (a)]
j1−d

d

= a
[
1 +

8 log a
√

a

]
j1−d

d

≤ a j1−d.

When j > a1/(d−1) this final expression is less than 1. Thus for these j we have no pair ( j, k)

in A2. Similarly let h(x) = x1/d be a function on the closed interval [ jd + a − 2 f (a), jd +

a + 2 f (a)]. By the Mean Value theorem, there exists c ∈ [ jd + a − 2 f (a), jd + a + 2 f (a)]

such that

( jd + a + 2 f (a))
1
d − ( jd + a − 2 f (a))

1
d = ( jd + a + 2 f (a) − jd − a + 2 f (a))

c
1
d−1

d

≤ 4 f (a)
( jd + a − 2 f (a))

1
d−1

d

≤ 4 f (a)(a − 2 f (a))
1
d−1 1

d

= 4 f (a)a
1
d−1

[
1 −

8 log a
√

a

] 1
d−1 1

d

≤ 4 f (a)a
1
d−1

= 16 log aa
1
d−1a

1
2

≤ 16a
1
d−

1
2 log a.
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Observe that, the final expression is less than one for d ≥ 3. Thus there can be at most 1

solution for every j ≤ a1/(d−1), which yields |A2| ≤ a1/2.

Now we concentrate on the case d = 2. this method of counting solutions for each

fixed j is too crude, and instead we will count them for each fixed value of b = k− j. Since

when b is fixed knowing j immediately gives k, all we need to do is to count j. Since we

have k2 − j2 = b2 + 2 jb, elements of A2 satisfy

|b2 + 2 jb − a| < 2 f (a) =⇒
a

2b
−

b
2
−

f (a)
b

< j <
a

2b
−

b
2

+
f (a)
b
.

Therefore possible number of solutions j for fixed b is bounded by

1 +
a

2b
−

b
2

+
f (a)
b
−

a
2b

+
b
2

+
f (a)
b

= 1 +
2 f (a)

b
.

Since j ≥ 1, we must have

0 <
a

2b
−

b
2

+
f (a)
b

=⇒ b2 < a + 2 f (a) < 2a =⇒ b <
√

2a.

So summing the number of solutions over b

|A2| ≤

b
√

2ac∑
b=1

1 +
2 f (a)

b
≤
√

2a + 2 f (a)

1 +

∫ √
2a

1

1
b

db


=
√

2a + 2 f (a)
[
1 + log b

∣∣∣∣√2a

1

]
<
√

2a + 2 f (a) log a

< 10
√

a log3/2 a.

By this and our assumption a ≤ |A|4 we obtain

∑
A2

P[N( jd − kd) = a] ≤ a−1/210
√

a log3/2 a ≤ 10 log3/2 a ≤ 80 log3/2
|A| (3.29)
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Combining (3.28) and (3.29) we have

∑
j,k∈A
j<k

P[N(kd − jd) = a] ≤
∑
A1

P[N(kd − jd) = a] +
∑
A2

P[N( jd − kd) = a]

.


1 + log3/2(1 + |A|) if d = 2

1 if d ≥ 3.

This concludes the sum over A321.

We finally consider the sum over A322. We partitioned this set into four:

A3221 := {( j1, j2, k1, k2) ∈ A322 : [k1, j1] ⊆ ( j2, k2)}

A3222 := {( j1, j2, k1, k2) ∈ A322 : [ j2, k2] ⊆ (k1, j1)}

A3223 := {( j1, j2, k1, k2) ∈ A322 : k1 < j2 < j1 < k2}

A3224 := {( j1, j2, k1, k2) ∈ A322 : j2 < k1 < k2 < j1}.

First two and the last two are handled in the same way so we will only consider A3221, A3223.

On A3221 the condition [k1, j1] ⊆ ( j2, k2) means

∑
A3221

P[N( jd
1) + N( jd

2) = N(kd
1) + N(kd

2)] =
∑
A32

P[N( jd
2) − N(kd

1) = N(kd
2) − N( jd

1)].

Since j2 < k1, but k2 > j1, and since ( j2, k1) ∩ ( j1, k2) = ∅ we must have

=
∑
A32

P[N( jd
2) − N(kd

1) = 0 = N(kd
2) − N( jd

1)]

=
∑
A32

P[N(kd
1) − N( jd

2) = 0]P[N(kd
2) − N( jd

1) = 0]

≤
[∑

k> j

P[N(kd) − N( jd) = 0]
]2
.

We estimated the sum inside the square by 2. So this case is bounded by just 4. On A3223

the condition k1 < j2 < j1 < k2 means (k1, j2) ∩ ( j1, k2) = ∅, and again we reduce to the

case A321. Hence we obtain (1.17) for p = 4.

86



We simply have by the fact that |a j| ≤ 1 j ∈ N

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥2n

2n
≤

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥2n

2n (3.30)

for any n ∈ N. By using (3.30) and (1.17), we have

E sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥4

4
.


Cε |A|εE

∥∥∥∥∑
j∈A e2πiyN( jd)

∥∥∥∥4

4
for d = 2

E
∥∥∥∥∑

j∈A e2πiyN( jd)
∥∥∥∥4

4
for d ≥ 3.

This yields (1.18) for p = 4. Using the inequality (2.1) completes the proof of (1.18) for

all p ∈ [2, 4].

Now we are ready to show (1.19). By the inequality (2.1), we have

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥p

p
≥

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥p

2
≥ |A|p/2

for any p ≥ 2 . Therefore

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥p

p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥p

p

]
≤P

[
sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥p

p
≥ |A|

p
2 +ε

]
.

By Markov’s inequality and (1.18)

≤ |A|−
p
2−εE sup

|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥p

p
≤ Cε|A|ε/2|A|p/2A|−p/2|A|−ε

≤ Cε|A|−ε/2.
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By taking limits, we obtain

lim
|A|→∞

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( jd)
∥∥∥∥p

p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥p

p
≤ lim
|A|→∞

Cε|A|−ε/2

= 0.

Hence we are done.

�

3.3. Hardy-Littlewood majorant problem randomized via random

walks

Proof of Theorem 1.4 As before we will see that (1.21) and (1.22) follow from (1.20).

Clearly for every ω ∈ Ω by considering a neighborhood of y = 0 we have

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥
∞

= M. (3.31)

From this our theorem follows for p = ∞ immediately.

For (1.14) with p = 2 we have

E
∥∥∥∥ M∑

j=1

e2πiyR( j)
∥∥∥∥2

2
=

M∑
j,k=1

P[R(| j − k|) = 0] = M + 2
M∑
j>k

P[R( j − k) = 0]

=

b(M−1)/2c∑
j=1

(M − 2 j)P[R(2 j) = 0]

=
by (2.4)

b(M−1)/2c∑
j=1

(M − 2 j)
(
2 j
j

)
2−2 j,

and this can be estimated by using a precise version of Stirling formula (Robbins, 1955,
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26)

=

b(M−1)/2c∑
j=1

(M − 2 j)
(2 j)!
( j!)2 2−2 j ≤

b(M−1)/2c∑
j=1

(M − 2 j)
[(2 j)2 j/e2 j]

√
2π(2 j)e

1
24 j

( j j/e j)2(2π j)e
2

12 j+1

2−2 j

≤

b(M−1)/2c∑
j=1

(M − 2 j)
22 j

√
π j

2−2 j

≤ M +

∫ M/2

1

M − 2x
√

x
dx

= M +

(
2M
√

x −
4
3

x3/2
) ∣∣∣∣∣∣M/2

1

≤ M +

√
8

3
M3/2

≤ 2M3/2.

(3.32)

For 2 < p < ∞, we have

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
=

∫
T

∣∣∣∣ M∑
j=1

e2πiyR( j)(ω)
∣∣∣∣pdy

≤

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥p−2

∞

∫
T

∣∣∣∣ M∑
j=1

e2πiyR( j)(ω)
∣∣∣∣2dy

≤ Mp−2
∫
T

∣∣∣∣ M∑
j=1

e2πiyR( j)
∣∣∣∣2dy.

(3.33)

Taking expectation of both sides of (3.33) we obtain

E
∥∥∥∥ M∑

j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
≤ Mp−2E

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥2

2
≤ 2Mp−1/2. (3.34)

This concludes one direction of (1.20).

We now want to obtain a lower bound. As opposed to the Poisson process, the

Random walk is not increasing, therefore it is not enough to consider R(M). We turn

around this difficulty using the fact that the random walk is a martingale. By Doob’s
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martingale inequality

E sup
1≤ j≤M

|R( j)|2 ≤
(

2
2 − 1

)2

E|R(M)|2

= 4E|R(M)|2

= 4E

 M∑
j=1

X j


2

= 4E

 M∑
j=1

X2
j + 2

∑
1≤i≤ j≤M

XiX j


= 4

M∑
j=1

E(X2
j ) + 8

∑
1≤i≤ j≤M

E(X j)E(Xi)

= 4M + 0

= 4M

(3.35)

where we use E(X2
j ) = 1 and E(X j) = 0 for j = 1, 2, . . . ,M. Then let us consider the

following argument. By Markov’s inequality, we have

P

(
sup

1≤ j≤M
|R( j)|2(ω) ≥ 16M

)
≤
E sup1≤ j≤M |R( j)|2

16M

≤ 4M/16M

≤ 1/4.

(3.36)

For ω except these

sup
1≤ j≤M

|R( j)|(ω) ≤ 4M1/2, (3.37)

and thus

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
≥

∫ 1/200M1/2

0

∣∣∣∣ M∑
j=1

e2πiyR( j)(ω)
∣∣∣∣pdy

≥

∫ 1/200M1/2

0

∣∣∣∣ M∑
j=1

cos 2πyR( j)(ω)
∣∣∣∣pdy

≥ Mp−1/2/200 · 2p.

Therefore

E
∥∥∥∥ M∑

j=1

e2πiyR( j)
∥∥∥∥p

p
≥ Mp−1/2/100 · 2p+2.
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This concludes (1.20).

To show (1.21), observe that for any ω and any sequence {a j}
M
j=1, |a j| ≤ 1 we have

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p

p
≤

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p−2

∞

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥2

2

≤ Mp−2
∥∥∥∥ M∑

j=1

e2πiyN( j)(ω)
∥∥∥∥2

2
.

(3.38)

Using (3.38) and (1.20) we obtain

E sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p

p
≤ 2Mp−1/2 . E

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
.

This concludes the proof of (1.21).

We have with probability at most 1/ log2(M + 1)

sup
1≤ j≤M

|R( j)|2(ω) ≥ 4M log2(M + 1). (3.39)

To see this, we follow the same steps as we do in (3.36).

P

(
sup

1≤ j≤M
|R( j)|2(ω) ≥ 4M log2(M + 1)

)
≤
E sup1≤ j≤M |R( j)|2

4M log2(M + 1)

≤ 4M/4M log2(M + 1)

≤ 1/ log2(M + 1).

(3.40)

For ω except these

sup
1≤ j≤M

|R( j)|(ω) ≤ 2M1/2 log(M + 1), (3.41)

and thus

∥∥∥∥ M∑
j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
≥

∫ 1/200M1/2 log(M+1)

0

∣∣∣∣ M∑
j=1

e2πiyR( j)(ω)
∣∣∣∣pdy

≥

∫ 1/200M1/2 log(M+1)

0

∣∣∣∣ M∑
j=1

cos 2πyR( j)(ω)
∣∣∣∣pdy

≥ Mp−1/2/200 · 2p log(M + 1).
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Now we aim to show (1.13).

E sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p

p
≤ 2Mp−1/2

implies that

P
[

sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p

p
≥ 2Mp−1/2 log(M + 1)

]
≤ 1/ log(M + 1).

Therefore for a set probability at least 1 − 3/ log(M + 1) we have

100 · 2p+2 log2(M + 1)
∥∥∥∥ M∑

j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
≥ sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p

p
.

By Remark 2.4, we have

100 · 2p+2CMε
∥∥∥∥ M∑

j=1

e2πiyR( j)(ω)
∥∥∥∥p

p
≥ sup
|a j |≤1

∥∥∥∥ M∑
j=1

a je2πiyR( j)(ω)
∥∥∥∥p

p
.

This proves (1.22).

�

3.4. Perturbation of a wide class of sparse sets

Proof of Theorem 1.5 Again simply

E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥
∞

= |A|.
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We now show (1.24) for p = 2.

E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥2

2
=

∫
T

∣∣∣∣∣∣∣∑j∈A

e2πiyN( j)

∣∣∣∣∣∣∣
2

dy =

∫
T

∑
j,k∈A

e2πiy[N( j)−N(k)]dy

=
∑
j,k∈A

P[N(| j − k|) = 0]

=
∑
j,k∈A

e−| j−k|.

We estimate this last term from both above and below as:

|A| ≤
∑
j,k∈A

e−| j−k| = |A| + 2
∑
k∈A

∑
j∈A
j<k

e j−k ≤ |A| + 2
∑
k∈A

k−1∑
j=1

e j−k

≤ |A| + 2
∑
k∈A

e−k
∫ k

1
e jd j

≤ |A| + 2
∑
k∈A

e−kek

= |A| + 2
∑
k∈A

1

= 3|A|.

Here we note that if for example A = ΛD,k ∩ [0,M], then any element a of A of the form

1 +
∑k−1

j=1 d jD j there exists b ∈ A with b = a − 1. Also if a is of the form 3 +
∑k−1

j=1 d jD j,

there exists b ∈ A with b = a − 2. Therefore for large |A|

∑
k∈A

∑
j∈A
j<k

e j−k ≥
|A| − 2

3
[
e−1 + e−2] & |A|.

Thus for such sets the contribution of this nondiagonal term is as much as the contribution

of the diagonal term, as opposed to the situation we encountered in estimates over powers.

Consequently all claims of the theorem for p = 2 follows.

We turn to showing (1.24) for p = 4. From this (1.24) follows for all 2 ≤ p ≤ 4

immediately. We estimate the & part of (1.24) by using the inequality (2.1) and p = 2
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case as

|A|p/2 ≤ E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥p

2
≤ E

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

p
.

Thus we focus on the . part. We make some reductions that help us later. We may assume

that A contains no element in [0, e100], have more elements than e100, and whenever j, k ∈

A, k > j we have k − j ≥ e100. For if we have our result under these assumptions, then for

a generic set A ⊂ Z+ we can do the following decomposition. For this let us partition the

set A into sets as follows.

A−1 := A ∩ [0, e100], An = (A \ A−1) ∩
(
de100eZ + n

)
, 0 ≤ n < de100e. (3.42)

Some An, −1 ≤ n < de100e may have more elements than e100, let N1 be the set of these n,

and let N2 be the set of the other n, including n = −1. By Minkowski’s inequality

E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥4

4
= E

∥∥∥∥ ∑
n∈N1

∑
j∈An

e2πiyN( j) +
∑
n∈N2

∑
j∈An

e2πiyN( j)
∥∥∥∥4

4

≤ E

[∥∥∥∥ ∑
n∈N1

∑
j∈An

e2πiyN( j)
∥∥∥∥

4
+

∥∥∥∥ ∑
n∈N2

∑
j∈An

e2πiyN( j)
∥∥∥∥

4

]4

≤ 15
[
E
∥∥∥∥ ∑

n∈N1

∑
j∈An

e2πiyN( j)
∥∥∥∥4

4
+ E

∥∥∥∥ ∑
n∈N2

∑
j∈An

e2πiyN( j)
∥∥∥∥4

4

]
≤ 15e404

[ ∑
n∈N1

E
∥∥∥∥∑

j∈An

e2πiyN( j)
∥∥∥∥4

4
+

∑
n∈N2

E
∥∥∥∥∑

j∈An

e2πiyN( j)
∥∥∥∥4

4

]
.

Applying our result under the assumptions above to An, n ∈ N1, and estimating sums over

An, n ∈ N2 trivially

≤ 15e404
[
C

∑
n∈N1

|An|
2 +

∑
n∈N2

|An|
4
]
≤ 15e404

[ ∑
n∈N1

C|An|
2 + e200

∑
n∈N2

|An|
2
]

≤ 15e404[C + e200]|A|2.

So proving our result under these assumptions is enough.

We begin with

E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥4

4
=

∑
j1, j2,k1,k2∈A

P[N( j1) + N( j2) = N(k1) + N(k2)].
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As before, the set A4 can be written as A4 = A11 ∪ A12 ∪ A21 ∪ A22 ∪ A3, and for any

Ai j, i, j = 1, 2 we have

∑
Ai j

P[N( j1) + N( j2) = N(k1) + N(k2)] = |A|
∑
j,k∈A

P[N( j) = N(k)]

= |A|
∑
j,k∈A

P[N(| j − k|) = 0]

≤ 3|A|2.

Thus from these sets we have ≈ |A|2 contribution.

We now decompose A3 = A31 ∪ A32 ∪ A33 ∪ A34 as before. Because we lack the

good bounds on the nondiagonal sum in p = 2 case, unlike the powers case, estimating

the sets A31, A34 is now more difficult. Without loss of generality we can just concentrate

on A31.

∑
A31

P[N( j1) + N( j2) = N(k1) + N(k2)] =
∑
A31

P[N( j1) − N(k1) = N(k2) − N( j2)].

As j2 > k2, and N(t) is increasing we must have N( j1)−N(k1) ≥ 0 and N(k2)−N( j2) ≤ 0.

Therefore for these to be equal they must both be zero. Hence

=
∑
A31

P[N( j1) − N(k1) = 0 = N( j2) − N(k2)].

At this stage if we just ignore one of these equation and crudely estimate by

≤ |A|2
∑
j,k∈A
j>k

P[N( j) − N(k) = 0] ≤ 3|A|3

|A|3 is a bound that is not good enough. Therefore we cannot follow this approach, and

must employ more delicate analysis similar in vein to the one we deploy for sets A32, A33.
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We decompose

A311 := {( j1, j2, k1, k2) ∈ A31 : (k1, j1) ∩ (k2, j2) = ∅}

A312 := {( j1, j2, k1, k2) ∈ A31 : (k1, j1) ∩ (k2, j2) , ∅}

For A311 we have

∑
A311

P[N( j1) − N(k1) = 0 = N( j2) − N(k2)]

=
∑
A311

P[N( j1) − N(k1) = 0]P[N( j2) − N(k2) = 0]

≤
[ ∑

j,k∈A
j>k

P[N( j) − N(k) = 0]
]2

≤9|A|2,

where we used the estimation

∑
j,k∈A
j>k

P[N( j) − N(k) = 0] ≤ 3|A|

in the third line above. In A312 we have two possibilities, either j2 − k2 ≥ j1 − k1 or

j2 − k2 < j1 − k1. Without loss of generality we may assume the first. Then

∑
A312

j2−k2≥ j1−k1

P[N( j1) − N(k1) = 0 = N( j2) − N(k2)]

≤
∑
A312

j2−k2≥ j1−k1

P[N( j2) − N(k2) = 0].

The conditions that (k1, j1) must intersect (k2, j2), and j2 − k2 ≥ j1 − k1 forces j1, k1 to

be within an interval of length 3( j2 − k2) − 2, that is there are 3( j2 − k2) − 1 integers to

choose them from. By using the sparsity condition on our set A the last sum above can be
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bounded by

≤
∑

j2,k2∈A
j2>k2

P[N( j2 − k2) = 0]3CA( j2 − k2)α3CA( j2 − k2)α = 9C2
A

∑
j2,k2∈A
j2>k2

e−( j2−k2)( j2 − k2)2α

≤ 9C2
A|A|

2 sup
x≥0

xe−x

≤ 9C2
A|A|

2.

Therefore contribution from A31, A34 is .CA |A|
2.

We are ready to move on to A32. This, together with its symmetric counterpart A33,

represent the most important, generic cases. We decompose A32 = A321 ∪ A322 as before.

The sum over A321 can be written as

∑
A321

P[N( j1) + N( j2) = N(k1) + N(k2)] =
∑
A321

P[N( j1) − N(k1) = N(k2) − N( j2)]

≤

∞∑
a=0

[ ∑
j,k∈A
j<k

P[N(k − j) = a]
]2
,

and use the ideas introduced above, but this is not sufficient. For the extra variable a

introduced to relate j1, j2, k1, k2 to each other leads to inefficiencies. Instead we will relate

these variables to each other directly with an inequality. We further decompose A321 into

the set of quadruples A3211 with k2 − j2 ≥ j1 − k1, which we consider without loss of

generality, and the remaining ones comprising A3212 . We define f (x) := 4
√

x log x for

x ≥ 1. To each quadruple ( j1, j2, k1, k2) we consider, we assign three events

Ω∗ :=
{
ω ∈ Ω : N( j1)(ω) − N(k1)(ω) = N(k2)(ω) − N( j2)(ω)

}
, (3.43)

Ω1 :=
{
ω ∈ Ω : |N( j1)(ω) − N(k1)(ω) − ( j1 − k1)| < f (k2 − j2)

}
, (3.44)

Ω2 :=
{
ω ∈ Ω : |N(k2)(ω) − N( j2)(ω) − (k2 − j2)| < f (k2 − j2)

}
. (3.45)

By using these sets it allows us to write

Ω∗ ⊆ [Ω∗ ∩Ω1 ∩Ω2] ∪Ωc
1 ∪Ωc

2,
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and thus also

P[Ω∗] ≤ P[Ω∗ ∩Ω1 ∩Ω2] + P[Ωc
1] + P[Ωc

2].

We have by Lemma 2.4

P[Ωc
1] = P[

{
ω ∈ Ω : |N( j1)(ω) − N(k1)(ω) − ( j1 − k1)| ≥ f (k2 − j2)

}
]

= P[
{
ω ∈ Ω : |N( j1)(ω) − N(k1)(ω) − ( j1 − k1)| ≥ 4

√
(k2 − j2) log(k2 − j2)

}
]

≤ P[
{
ω ∈ Ω : |N( j1)(ω) − N(k1)(ω) − ( j1 − k1)| ≥ 4

√
(k1 − j1) log(k2 − j2)

}
]

≤ 2e
−16 log(k2− j2)

4

= 2(k2 − j2)−4,

and

P[Ωc
2] = P[

{
ω ∈ Ω : |N( j2)(ω) − N(k2)(ω) − ( j2 − k2)| ≥ f (k2 − j2)

}
]

= P[
{
ω ∈ Ω : |N(k2)(ω) − N( j2)(ω) − ( j2 − k2)| ≥ 4

√
(k2 − j2) log(k2 − j2)

}
]

≤ 2e
−16 log(k2− j2)

4

= 2(k2 − j2)−4,

that is, the contribution of these two terms is harmless. For the main term Ω∗ ∩

Ω1 ∩ Ω2 we first observe that if this set contains even one ω, we have by (3.44), (3.45)

and triangle inequality

|(k2 − j2) − ( j1 − k1)|

=
∣∣∣(k2 − j2) − ( j1 − k1) + N( j1)(ω) − N(k1)(ω) − [N(k2)(ω) − N( j2)(ω)]

∣∣∣
≤|N( j1)(ω) − N(k1)(ω) − ( j1 − k1)| + |N(k2)(ω) − N( j2)(ω) − (k2 − j2)|

<2 f (k2 − j2).

(3.46)

So the set Ω∗ ∩ Ω1 ∩ Ω2 is empty for quadruples that does not satisfy this relation. For
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quadruples satisfying this relation, we estimate the probability of the set as follows.

P[Ω∗ ∩Ω1 ∩Ω2] ≤ P[Ω∗] =

∞∑
a=0

P[N( j1) − N(k1) = a = N(k2) − N( j2)]

=

∞∑
a=0

P[N( j1 − k1) = a]P[N(k2 − j2) = a]

≤
1√

2π(k2 − j2)

∞∑
a=0

P[N( j1 − k1) = a]

=
1√

k2 − j2

.

where we passed from the second line to the third line by using Lemma (2.6). Combining

all of these we can write

∑
A3211

P[N( j1) + N( j2) = N(k1) + N(k2)]

=
∑
A3211

P[N( j1) − N(k1) = N(k2) − N( j2)]

≤
∑
A3211

P[Ω∗ ∩Ω1 ∩Ω2] + P[Ωc
1] + P[Ωc

2]

≤
∑
A3211

|(k2− j2)−( j1−k1)|<2 f (k2− j2)

1√
k2 − j2

+
∑
A3211

4(k2 − j2)−4.

The second sum is easy to estimate:

∑
A3211

4(k2 − j2)−4 ≤
∑
A3211

4(k2 − j2)−2( j1 − k1)−2

≤
∑

j2,k2∈A
k2> j2

∑
j1,k1∈A
j1>k1

4(k2 − j2)−2( j1 − k1)−2

≤ 4
[ ∑

j,k∈A
k> j

(k − j)−2
]2
.
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On the other hand we have

∑
j,k∈A
k> j

(k − j)−2 ≤
∑
k∈A

∑
1< j<k

(k − j)−2 <
∑
k∈A

∞∑
n=1

1
n2

=
∑
k∈A

π2

6

< 2|A|.

Therefore the second sum is bounded by 16|A|2.

Now we concentrate on the first sum. Clearly it is bounded by

∑
j2,k2∈A
k2> j2

1√
k2 − j2

|{( j1, k1) ∈ A2 : |(k2 − j2) − ( j1 − k1)| < 2 f (k2 − j2)}|.

Thus it remains to estimate the cardinality of the set within the summation. The condition

|(k2 − j2)− ( j1 − k1)| < 2 f (k2 − j2) implies that for a fixed k1 ∈ A the element j1 lies in the

following interval

{( j1, k1) ∈ A2 : −2 f (k2 − j2) + (k2 − j2) + k1 < j1 < 2 f (k2 − j2) + (k2 − j2) + k1}.

This shows that the radius of the interval that contains j1 is 2 f (k2 − j2). By the sparsity

condition on our set A, there are at most CA(2 f (k2 − j2))α elements j1 for each k1 ∈ A.

Thus we obtain
≤ CA

∑
j2,k2∈A
k2> j2

|A|√
k2 − j2

2 log(k2 − j2)
α
2 (k2 − j2)

α
2

= 2CA|A|
∑

j2,k2∈A
k2> j2

(log k2 − j2)
α
2 (k2 − j2)

α−1
2 .
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We can estimate this sum with a dyadic decomposition as follows.

= 2CA|A|
∞∑

n=0

∑
j,k∈A

2n≤k− j<2n+1

(log k2 − j2)
α
2 (k2 − j2)

α−1
2

≤ 2CA|A|
∞∑

n=0

∑
j,k∈A

2n≤k− j<2n+1

((n + 1) log 2)
α
2 2n α−1

2 .

To go further we need to estimate the cardinality of {( j, k) ∈ A2 : 2n ≤ k − j < 2n+1}. For a

pair ( j, k) to be in this set, for a fixed j we must have k within the interval [ j+2n, j+2n+1).

By sparsity of A, this means for a fixed j we can have at most CA2nα values of k. Therefore

≤ 2C2
A|A|

∑
j∈A

∞∑
n=0

(n + 1)
α
2 2n 3α−1

2

≤ 2C2
A|A|

2
∞∑

n=0

(n + 1)
α
2 2n 3α−1

2 .

By the ratio test this sum converges to a positive constant Cα provided that α < 1/3. This

concludes the estimation of the sum over A321 with a constant that depends only on CA, α

We finally consider the sum over A322.

We partitioned this set into four:

A3221 := {( j1, j2, k1, k2) ∈ A322 : [k1, j1] ⊆ ( j2, k2)}

A3222 := {( j1, j2, k1, k2) ∈ A322 : [ j2, k2] ⊆ (k1, j1)}

A3223 := {( j1, j2, k1, k2) ∈ A322 : k1 < j2 < j1 < k2}

A3224 := {( j1, j2, k1, k2) ∈ A322 : j2 < k1 < k2 < j1}.

First two and the last two are handled in the same way so we will only consider A3221, A3223.

On A3221 the condition [k1, j1] ⊆ ( j2, k2) means

∑
A3221

P[N( j1) + N( j2) = N(k1) + N(k2)] =
∑
A3221

P[N( j2) − N(k1) = N(k2) − N( j1)].
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Since j2 < k1, but k2 > j1, and since ( j2, k1) ∩ ( j1, k2) = ∅ we must have

=
∑
A3221

P[N( j2) − N(k1) = 0 = N(k2) − N( j1)]

=
∑
A3221

P[N(k1 − j2) = 0]P[N(k2 − j1) = 0]

≤
[∑

k> j

P[N(k − j) = 0]
]2
.

We estimated the sum inside the square by |A|. So contribution from here is at most |A|2.

On A3223 the condition k1 < j2 < j1 < k2 means (k1, j2) ∩ ( j1, k2) = ∅, and again

we reduce to the case A321. Hence we obtain (1.24) for p = 4.

We simply have by the fact that |a j| ≤ 1 j ∈ N

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥2n

2n
≤

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥2n

2n (3.47)

for any n ∈ N. By using (3.47) and (1.24), we have

E sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥4

4
. E

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥4

4
.

Therefore we obtain

E sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
≤ E sup

|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

4

≤ E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥p

4

. |A|p/2

. E
∥∥∥∥∑

j∈A

e2πiyN( j)
∥∥∥∥p

p
.

Now we are ready to show (1.26). By the inequality (2.1), we have

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

p
≥

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

2
≥ |A|p/2
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for any p ≥ 2 . Therefore

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

p

]
≤P

[
sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
≥ |A|

p
2 +ε

]
.

By Markov’s inequality and (1.25)

≤ |A|−
p
2−εE sup

|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
≤ Cε|A|p/2|A|−p/2|A|−ε

≤ Cε|A|−ε.

By taking limits, we obtain

lim
|A|→∞

P
[

sup
|a j |≤1

∥∥∥∥∑
j∈A

a je2πiyN( j)
∥∥∥∥p

p
≥ |A|ε

∥∥∥∥∑
j∈A

e2πiyN( j)
∥∥∥∥p

p
≤ lim
|A|→∞

Cε|A|−ε

= 0.

Hence we are done.

�
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CHAPTER 4

PERTURBATION OF POWERS

In this chapter, our aim is to give detailed proofs of Theorem 1.6, Theorem 1.7

and Theorem 1.8, respectively.

4.1. Arithmetic progressions of larger step size

Proof of Theorem 1.6 Simply for any ω

∥∥∥∥ M∑
j=1

e2πiyN( jMr)(ω)
∥∥∥∥
∞

= M.

Let us consider the p = 2 case.

M ≤ E
∥∥∥∥ M∑

j=1

e2πiyN( jMr)
∥∥∥∥2

2
= E

M∑
j,k=1

∫
T

e2πiy[N( jMr)−N(kMr)]dy =

M∑
j,k=1

P[N( jMr) − N(kMr)]

=

M∑
j,k=1

e−| j−k|Mr

= M + 2
M∑

k=2

e−kMr
∑
j<k

e jMr
.

Then
M∑

k=2

e−kMr
∑
j<k

e jMr
=

M∑
k=2

e−kMr
k−1∑
j=1

(
eMr) j

≤

M∑
k=2

e−kMr
[
ekMr
− eMr]

eMr
− 1

≤ 2
M∑

k=2

e−kMr
e(k−1)Mr

= 2
M∑

k=2

e−Mr

≤ 2(M − 1)e−Mr
.
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Finally we have the bound M + 4(M − 1)e−Mr
≤ M + 2 min{M,Cr}, where Cr is a constant

that depends only on r.

Now armed with these we move on to the case p = 4, where we hope to start to

see effects of randomization stronger.

E
∥∥∥∥ M∑

j=1

e2πiyN( jMr)
∥∥∥∥4

4
=

M∑
ji,ki=1
i=1,2

P[N( j1Mr) + N( j2Mr) = N(k1Mr) + N(k2Mr).

Let A := {1, 2, 3 . . . ,M} and we decompose the set A4 to which any quadruple ( j1, j2, k1, k2)

belongs as in the proof of Theorem 1.3,

A4 = A11 ∪ A12 ∪ A21 ∪ A22 ∪ A3,

and all except A3 are dealt with easily as before. For example on A11

∑
A11

P[N( j2Mr) = N(k2Mr)] = M
M∑

j,k=1

P[N(| j − k|Mr) = 0] = M
M∑

j,k=1

e−| j−k|Mr

which as above gives a ≈ M2 term. Each of the Ai j, i, j = 1, 2 above gives the same

contribution. We thus proceed to A3. We decompose

A3 = A31 ∪ A32 ∪ A33 ∪ A34

as in the proof of Theorem 1.3, and A31, A34 can be dispatched utilizing exactly the same

ideas. For example the sum on A31 is bounded by

M2
∑
j>k

P[N( jMr) − N(kMr) = 0] = M2 · 2Me−Mr
≤ Cr M3−r

where Cr is the same as the above one. The set A34 also give the same contribution. Due

to this contribution of these two will be dominated by the contribution of other sets.

We now move on to A32. We decompose A32 = A321 ∪ A322, in the first of which
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are contained those ( j1, j2, k1, k2) for which the intervals (k1, j1), ( j2, k2) are disjoint, and

in the second those for which they intersect. The sum over A321 is written as

∞∑
a=0

[∑
k> j

P[N((k − j)Mr) = a]
]2

=

 ∑
a≤M2r

+
∑

a>M2r

 [∑
k> j

P[N((k − j)Mr) = a]
]2

= I + II.

We estimate the inner sum. Let b = k − j. Then

∑
k> j

P[N((k − j)Mr) = a] =

M−1∑
b=1

(M − b)P[N(bMr) = a] =
Mar

a!

M−1∑
b=1

(M − b)bae−bMr

As g(b) = bae−bMr
for b ≥ 0 is a function that increases up to a supremum and then

decreases, this can be estimated by

≤
M1+ar

a!

M−1∑
b=1

bae−bMr
≤

M1+ar

a!
2 sup

b≥0
bae−bMr

+
M1+ar

a!

∫ ∞

0
bae−bMr

db.

The supremum is attained when b = aM−r. Now our aim is to estimate the integral above.

We apply the change of variables. Let b = Mru. Then db = Mrdu.

∫ ∞

0
bae−bMr

db =

∫ ∞

0

ua

Mra e−uM−rdu = M−r−ra
∫ ∞

0
uae−u

= M−r−raΓ(a + 1)

= M−r−raa!,

where we use the property Γ(a + 1) = a!, a ∈ N of the Gamma function. Plugging these

and using Stirling’s formula we have

= 2
Maa

a!ea +
M1+ar

a!
a!

Mr(a+1) ≤
M
√

a
+ M1−r.
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In the summation range of I this last sum is bounded by 2M/
√

a, and thus

I =
∑

a≤M2r

[∑
k> j

P[N((k − j)Mr) = a]
]2
≤

[∑
k> j

P[N((k − j)Mr) = 0]
]2

+
∑

1≤a≤M2r

4M2

a

≤ C2
r + 4M2(1 + 2r log M).

In the summation range of II the term M1−r dominates, hence

II =
∑

a>M2r

[∑
k> j

P[N((k − j)Mr) = a]
]2
≤ 2M1−r

∑
a>M2r

∑
k> j

P[N((k − j)Mr) = a]

= 2M1−r
∑
k> j

∑
a>M2r

P[N((k − j)Mr) = a]

≤ 2M1−r
∑
k> j

1

≤ 2M1−r M2

≤ 2M3−r.

Thus we conclude the estimate on A321.

As in the previous proof, this case of non intersection is the generic case, and

intersection cases contained in A322 reduce to previous cases. The set A33 is similar to A32.

We thus obtain the upper bound .r M2 log M + M3−r.

Now we give an estimation for the lower bound. By the inequality (2.1) we have

M2 . E
∥∥∥∥ M∑

j=1

e2πiyN( jMr)
∥∥∥∥4

2
. E

∥∥∥∥ M∑
j=1

e2πiyN( jMr)
∥∥∥∥4

4
. (4.1)

This gives M2 term. Let ω < B = {ω | N(Mr+1) ≥ 2Mr+1} and 0 < y < 1/100Mr+1. Then

∥∥∥∥ M∑
j=1

e2πiyN( jMr)
∥∥∥∥4

4
≥

∫ 1/100Mr+1

0

∣∣∣∣∣∣∣
M∑
j=1

cos 2πyN( jMr)(ω)

∣∣∣∣∣∣∣
4

dy ≥
M4

1600Mr+1

=
M3−r

1600
.
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Hence we have

E
∥∥∥∥ M∑

j=1

e2πiyN( jMr)
∥∥∥∥4

4
≥

M3−r

3200
. (4.2)

By combining (4.1) and (4.2) we obtain

M2 + M3−r . E
∥∥∥∥ M∑

j=1

e2πiyN( jMr)
∥∥∥∥4

4
.

This completes the proof of Theorem 1.6.

�

4.2. Perturbation of powers II, p = 6

Proof of Theorem 1.7 By employing p = 2 case and the inequality (2.1) the & part of

(1.35) can be estimated as follows

|A|3 . E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥6

2
≤ E

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥6

6
.

Now we focus on the . part. For d = 2 case we utilize p = 4 case, and we then

obtain
E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥6

6
≤

∥∥∥∥∑
j∈A

e2πiyN( jd)
∥∥∥∥2

∞
E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥4

4

. |A|2|A|2 log2(1 + |A|)

= |A|4 log2(1 + |A|).

Thus we suppose d ≥ 3. We may suppose that A contains no element in [1, e100], and have

more elements than e100. It follows immediately that whenever j, k ∈ A, k > j we have by

the Mean Value Theorem that kd − jd ≥ e200.

We first transform our sum

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥6

6
=

∑
j1, j2, j3,k1,k2,k3∈A

P
[ 3∑

i=1

N( jd
i ) =

3∑
i=1

N(kd
i )
]
.
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The set A6 to which any vector ( j1, j2, j3, k1, k2, k3) belongs can be written as follows

A4 =
[ ⋃

1≤a,b≤3

Aab

]
∪ A4.

Here Aab, a, b ∈ {1, 2, 3} is the set of vectors ( j1, j2, j3, k1, k2, k3) for which ja = kb. The

set A4 contains those elements of A6 that is in none of these Aab, a, b ∈ {1, 2, 3}. We have

∑
A33

P
[ 3∑

i=1

N( jd
i ) =

3∑
i=1

N(kd
i )
]

=
∑

j1, j2, j3,k1,k2∈A

P
[ 2∑

i=1

N( jd
i ) =

2∑
i=1

N(kd
i )
]

= |A|
∑

j1, j2,k1,k2∈A

P
[ 2∑

i=1

N( jd
i ) =

2∑
i=1

N(kd
i )
]
.

This last sum is bounded by

|A|2 log2(1 + |A|) and |A|2

for d = 2 and d ≥ 3, respectively. The same argument gives the same result for other Aab.

Thus the contribution from these sets is harmless. Therefore we are left with handling A4.

We consider the set

A41 =: {( j1, j2, j3, k1, k2, k3) ∈ A4 : j1 ≤ j2 ≤ j3, k1 ≤ k2 ≤ k3}.

Observe that there exists different orderings of ji, 1 ≤ i ≤ 3, and 6 different orderings

of ki, 1 ≤ i ≤ 3. Since by simple change of variables these can be transformed into each

other, we obtain

∑
A4

P
[ 3∑

i=1

N( jd
i ) =

3∑
i=1

N(kd
i )
]
≤ 36

∑
A41

P
[ 3∑

i=1

N( jd
i ) =

3∑
i=1

N(kd
i )
]
.
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Therefore we focus on this A41. We split this set into

A411 =: {( j1, j2, j3, k1, k2, k3) ∈ A41 : j3 < k3}

A412 =: {( j1, j2, j3, k1, k2, k3) ∈ A41 : k3 < j3}.

Since the sets A411 and A412 are symmetric, it is enough to handle A411. If we further

decompose the set A411 we have

A4111 =: {( j1, j2, j3, k1, k2, k3) ∈ A41 : ji < ki 1 ≤ i ≤ 3}

and A4112 := A411 \ A4111. The set A4111 is easier to handle than the set A4112. Actually the

set A4112 is the main contributor. Let us first deal with the easier set A4111. By a simple

observation we have

∑
A4111

P
[ 3∑

i=1

N( jd
i ) =

3∑
i=1

N(kd
i )
]

=
∑
A4111

P
[ 2∑

i=1

N( jd
i ) − N(kd

i )︸           ︷︷           ︸
≤0

= N(kd
3) − N( jd

3)︸           ︷︷           ︸
≥0

]

=
∑
A4111

P
[ 3∑

i=1

N(kd
i ) − N( jd

i ) = 0
]

=
∑
A4111

P
[
N(kd

i ) − N( jd
i ) = 0, 1 ≤ i ≤ 3

]
.

Here we need to deal with three cases. In order to describe these let Ii denote the interval

( ji, ki) for each 1 ≤ i ≤ 3. The first case is I3 ∩ I2 = ∅. In this case I3 cannot intersect I1

either and we have

∑
A4111

I3∩I2=∅

P
[
N(kd

i ) − N( jd
i ) = 0, 1 ≤ i ≤ 3

]
=

∑
A4111

I3∩I2=∅

P
[
N(kd

3 − jd
3) = 0

]
P
[
N(kd

i ) − N( jd
i ) = 0, 1 ≤ i ≤ 2

]
=

∑
j,k∈A
k> j

P
[
N(kd − jd) = 0

]
·

∑
j1, j2,k1,k2∈A
k1> j1, k2> j2

P
[
N(kd

i ) − N( jd
i ) = 0, 1 ≤ i ≤ 2

]
.

In the second chapter where we estimated the p = 4 case, we estimated the first sum by 2
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and the second sum by 2|A|2. Thus the contribution from this term is harmless. Moreover

this bound can easily be improved to a constant . The second case is I1 ∩ I2 = ∅, and by

the same arguments we obtain the same bounds. The third case is when I2 intersects both

I1, I3. In this case

∑
A4111

I1∩I2,∅
I3∩I2,∅

P
[
N(kd

i ) − N( jd
i ) = 0, 1 ≤ i ≤ 3

]
=

∑
A4111

I1∩I2,∅
I3∩I2,∅

P
[
N(kd

3) − N( jd
1) = 0

]

≤
∑

j1,k3∈A
j1< j2, j3,k1,k2<k3

P
[
N(kd

3 − jd
1) = 0

]
≤

∑
j1,k3∈A
j1<k3

(k3 − j1)4P
[
N(kd

3 − jd
1) = 0

]
︸                                    ︷︷                                    ︸

I

,

where we utilized ∑
j1<ki<k3

1 < (k3 − j1) for i = 1, 2,

and ∑
j1< ji<k3

1 < (k3 − j1) for j = 2, 3

to pass from the second line to the third line. I can be estimated by

∑
j,k∈A
j<k

(k − j)4e−(kd− jd) ≤
∑
j,k∈A
j<k

(k − j)4e−(k2− j2) ≤
∑
j,k∈A
j<k

(k − j)4e−(k− j)e(k− j)(1−(k+ j))

≤
∑
j,k∈A
j<k

(k − j)4e−(k− j)e1−(k+ j).

The final sum is bounded by

[
sup
x≥0

x4e−x
]
·
∑
j,k∈A
j<k

e1−(k+ j) ≤
[

sup
x≥0

x4e−x
]
·
∑
j,k∈A
j<k

ee−ke− j ≤ 5e
[∑

j∈N

e− j
]2

≤ 5e.
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To reach the desired result in the above we used the estimations

sup
x≥0

x4e−x ≤ 5 and
∑
j∈N

e− j =
1

e − 1
< 1.

This finishes the estimation of A4111.

We now move on to A4112. Within A411 we already assumed j3 < k3. So there are

four options that emerge from relations of j1, k1 and j2, k2. We already covered one of

these in A4111. Then there remains three cases:

CASE I. j1 > k1, j2 > k2.

This case itself is separated into two

CASE Ia.k1 ≤ k2 < j1 ≤ j2 ≤ j3 < k3

CASE Ib. k1 < j1 < k2 < j2 ≤ j3 < k3

CASE II. j1 > k1, j2 < k2.

This case also separates into two

CASE IIa. k1 < j1 ≤ j2 ≤ j3 < k2 ≤ k3

CASE IIb. k1 < j1 ≤ j2 < k2 < j3 < k3

CASE III. j1 < k1, j2 > k2.

This means j1 < k1 ≤ k2 < j2 ≤ j3 < k3.

We will say that the pair ji, ki have positive orientation if ji < ki and negative

orientation if ji > ki. In all of these five subcases we have positive orientation for one or

two values of 1 ≤ i ≤ 3 and for the remaining values of i we have negative orientation. We

observe that within A4112 the open intervals obtained by the pairs in one orientation cannot

intersect the pairs in the other orientation. To see this suppose that the open intervals

( ja, ka) (kb, jb) intersect. This implies ja < jb and hence a < b. But it also implies kb < ka

and thus b < a contradicting the first implication.

With this observation we will prove CASE Ia. Since this property is shared in all

cases their proofs will follow from the same arguments. So proofs of these other cases

will not be explicitly written.
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Let A41121 be the set of vectors satisfying CASE Ia. We have

∑
A41121

P
[ 3∑

i=1

N( jd
i ) =

3∑
i=1

N(kd
i )
]

=
∑

A41121

P
[ 2∑

i=1

N( jd
i ) − N(kd

i ) = N(kd
3) − N( jd

3)
]
.

We define f (x) := 4
√

x log x for x ≥ 1. Our approach will be the same one which we

used in the proof of Theorem 1.5. For this purpose, to each vector in A41121 we assign the

events

Ω∗ :=
{ 2∑

i=1

N( jd
i ) − N(kd

i ) = N(kd
3) − N( jd

3)
}
,

Ωi :=
{∣∣∣N(kd

i )(ω) − N( jd
i )(ω) − (kd

i − jd
i )
∣∣∣ < max

1≤n≤3
f (|kd

n − jd
n|)

}
1 ≤ i ≤ 3.

Let m be an index that maximizes |kd
i − jd

i |, since f is an increasing function, it also

maximizes f (|kd
i − jd

i |). By using these sets we can write

P[Ω∗] ⊆ P[Ω∗ ∩Ω1 ∩Ω2 ∩Ω3] ∪ P[Ωc
1] ∪ P[Ωc

2] ∪ P[Ωc
3],

and this yields

P[Ω∗] ≤ P[Ω∗ ∩Ω1 ∩Ω2 ∩Ω3] + P[Ωc
1] + P[Ωc

2] + P[Ωc
3].

We have by Lemma 2.4

P[Ωc
1] = P

[{∣∣∣N(kd
1)(ω) − N( jd

1)(ω) − (kd
1 − jd

1)
∣∣∣ ≥ f (|kd

m − jd
m|)

}]
= P

[{∣∣∣N(kd
1)(ω) − N( jd

1)(ω) − (kd
1 − jd

1)
∣∣∣ ≥ 4

√
|kd

m − jd
m| log |kd

m − jd
m|
}]

≤ P
[{∣∣∣N(kd

1)(ω) − N( jd
1)(ω) − (kd

1 − jd
1)
∣∣∣ ≥ 4

√
|kd

1 − jd
1|

√
log |kd

m − jd
m|
}]

≤ 2e
−16 log |km− jm |

4

= 2|km − jm|
−4,
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P[Ωc
2] = P

[{∣∣∣N(kd
2)(ω) − N( jd

2)(ω) − (kd
2 − jd

2)
∣∣∣ ≥ f (|kd

m − jd
m|)

}]
= P

[{∣∣∣N(kd
2)(ω) − N( jd

2)(ω) − (kd
2 − jd

2)
∣∣∣ ≥ 4

√
|kd

m − jd
m| log |kd

m − jd
m|
}]

≤ P
[{∣∣∣N(kd

2)(ω) − N( jd
2)(ω) − (kd

2 − jd
2)
∣∣∣ ≥ 4

√
|kd

2 − jd
2|

√
log |kd

m − jd
m|
}]

≤ 2e
−16 log |km− jm |

4

= 2|km − jm|
−4,

and

P[Ωc
3] = P

[{∣∣∣N(kd
3)(ω) − N( jd

3)(ω) − (kd
3 − jd

3)
∣∣∣ ≥ f (|kd

m − jd
m|)

}]
= P

[{∣∣∣N(kd
3)(ω) − N( jd

3)(ω) − (kd
3 − jd

3)
∣∣∣ ≥ 4

√
|kd

m − jd
m| log |kd

m − jd
m|
}]

≤ P
[{∣∣∣N(kd

3)(ω) − N( jd
3)(ω) − (kd

3 − jd
3)
∣∣∣ ≥ 4

√
|kd

3 − jd
3|

√
log |kd

m − jd
m|
}]

≤ 2e
−16 log |km− jm |

4

= 2|km − jm|
−4

The contribution of these terms are small. For the main term Ω∗ ∩Ω1 ∩Ω2 ∩Ω3 if this set

is not empty we have by triangle inequality

∣∣∣∣(kd
3 − jd

3) − ( jd
1 − kd

1) − ( jd
2 − kd

2)
∣∣∣∣

=
∣∣∣∣ 2∑

i=1

N( jd
i ) − N(kd

i ) − [N(kd
3) − N( jd

3)] + (kd
3 − jd

3) − ( jd
1 − kd

1) − ( jd
2 − kd

2)
∣∣∣∣

=
∣∣∣∣N( jd

1) − N(kd
1) − ( jd

1 − kd
1) + N( jd

2) − N(kd
2) − ( jd

2 − kd
2) + (kd

3 − jd
3) − N(kd

3) − N( jd
3)
∣∣∣∣

≤

∣∣∣∣N( jd
1) − N(kd

1) − ( jd
1 − kd

1)
∣∣∣∣ + ∣∣∣∣N( jd

2) − N(kd
2) − ( jd

2 − kd
2)
∣∣∣∣ + ∣∣∣∣N(kd

3) − N( jd
3) − (kd

3 − jd
3)
∣∣∣∣

≤ f (|kd
m − jd

m|) + f (|kd
m − jd

m|) + f (|kd
m − jd

m|)

= 3 f (|kd
m − jd

m|).

Then we have ∣∣∣∣(kd
3 − jd

3) − ( jd
1 − kd

1) − ( jd
2 − kd

2)
∣∣∣∣ ≤ 3 f (|kd

m − jd
m|). (4.3)

Thus the set Ω∗ ∩Ω1 ∩Ω2 ∩Ω3 is empty if vectors do not satisfy this relation. For vectors

114



in A411211, the probability of this set is equal to

dkd
3− jd3+ f (|kd

m− jdm |)e∑
a=bkd

3− jd3− f (|kd
m− jdm |)c

P
[ 2∑

i=1

N( jd
i ) − N(kd

i ) = a = N(kd
3) − N( jd

3)
]

=

dkd
3− jd3+ f (|kd

m− jdm |)e∑
a=bkd

3− jd3− f (|kd
m− jdm |)c

P
[ 2∑

i=1

N( jd
i ) − N(kd

i ) = a
]
P
[
N(kd

3 − jd
3) = a

]
.

By Lemma 2.6 this is less than or equal to

dkd
3− jd3+ f (|kd

m− jdm |)e∑
a=bkd

3− jd3− f (|kd
m− jdm |)c

P
[ 2∑

i=1

N( jd
i ) − N(kd

i ) = a
] 1√

kd
3 − jd

3

.

Then summing over a yields

dkd
3− jd3+ f (|kd

m− jdm |)e∑
a=bkd

3− jd3− f (|kd
m− jdm |)c

P
[ 2∑

i=1

N( jd
i ) − N(kd

i ) = a
] 1√

kd
3 − jd

3

≤
1√

kd
3 − jd

3

.

Combining all of these we can write

∑
A41121

P
[ 2∑

i=1

N( jd
i ) − N(kd

i ) = N(kd
3) − N( jd

3)
]

≤
∑

A41121

P[Ω∗ ∩Ω1 ∩Ω2 ∩Ω3] + P[Ωc
1] + P[Ωc

2] + P[Ωc
3]

≤
∑

A411211

1√
kd

3 − jd
3

+
∑

A41121

6|kd
m − jd

m|
−4.

The second sum is easy to handle. Since |kd
m − jd

m|
−1 ≤ |kd

i − jd
i |
−1 for 1 ≤ i ≤ 3 we then
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have ∑
A41121

6|kd
m − jd

m|
−4 ≤ 6

∑
A41121

3∏
i=1

|kd
i − jd

i |
− 4

3

≤ 6
∑

j3,k3∈A
k3> j3

∑
j2,k2∈A
j2>k2

∑
j1,k1∈A
j1>k1

3∏
i=1

|kd
i − jd

i |
− 4

3

= 6
[ ∑

j,k∈A
k> j

(kd − jd)−
4
3
]3
.

But we have

∑
j,k∈A
k> j

(kd − jd)−
4
3 ≤

∑
k∈A

∑
1< j<k

(k2 − j2)−
4
3 =

∑
k∈A

∑
1< j<k

(k + j)−
4
3 (k − j)−

4
3

<
∑
k∈A

k−
4
3

∑
1< j<k

(k − j)−
4
3

≤ C2
4
3
,

where

C4/3 :=
∑
j∈N

j−4/3.

Thus the second sum is bounded by an absolute constant. We now try to estimate the first

sum. Clearly it is bounded by

∑
j3,k3∈A
k3> j3

1√
kd

3 − jd
3

|A j3,k3
411211|.

where the set A j3,k3
411211 is the set of vectors in A411211 with fixed j3, k3. This set lies within

{( j1, k1, j2, k2) ∈ A4 : j1 > k1, j2 > k2, (4.3) holds}. (4.4)

The condition (4.3) implies the condition

∣∣∣(kd
3 − jd

3) − ( jd
1 − kd

1) − ( jd
2 − kd

2)
∣∣∣ < 3 f (kd

1 − jd
1) < 3 f

(
2(kd

1 − jd
1)
)
< 6 f (kd

3 − jd
3). (4.5)

116



To see this, for m = 1

( jd
1 − kd

1) + ( jd
2 − kd

2) − 3 f (|kd
1 − jd

1|) < (kd
3 − jd

3).

This implies that

( jd
1 − kd

1) < kd
3 − jd

3 + 3 f (|kd
1 − jd

1|) < 2(kd
3 − jd

3).

Similarly for m = 2

( jd
1 − kd

1) + ( jd
2 − kd

2) − 3 f (|kd
2 − jd

2|) < (kd
3 − jd

3).

this also implies that

( jd
2 − kd

2) < kd
3 − jd

3 + 3 f (|kd
2 − jd

2|) < 2(kd
3 − jd

3).

We again reach (4.5) for m = 2. Therefore (4.4) is the subset of the set

{( j1, k1, j2, k2) ∈ A4 : j1 > k1, j2 > k2, (4.5) holds}.

If we crudely estimate the number of pairs ( j2, k2), the cardinality of this set can be esti-

mated by

|A|2

2
sup

C

∣∣∣{( j1, k1) ∈ A2 : j1 > k1, | jd
1 − kd

1 + C − (kd
3 − jd

3)| < 6 f (kd
3 − jd

3)
}∣∣∣,

where C is a natural number less than (kd
3 − jd

3) + 6 f (kd
3 − jd

3). This bound on C is due to

the condition (4.5). This can be simplified to bounding

|A|2

2
sup

D≤C≤D2

∣∣∣{( j1, k1) ∈ A2 : j1 > k1, | jd
1 − kd

1 −C| < D
}∣∣∣,
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where C is an integer in
(
−6 f (kd

3− jd
3), kd

3− jd
3
)

and D = 6 f (kd
3− jd

3).Clearly the maximum is

attained when C ≥ 6 f (kd
3 − jd

3). By Theorem 2.11 this supremum is bounded by 6 f 2/d(kd
3 −

jd
3). So combining all of these and using Remark 2.5 we obtain for small ε > 0,

∑
j3,k3∈A
k3> j3

1√
kd

3 − jd
3

|A j3,k3
411211| ≤ 3|A|2

∑
j3,k3∈A
k3> j3

f
2
d (kd

3 − jd
3)√

kd
3 − jd

3

≤ 12|A|2
∑
j,k∈A
k> j

log
1
d (kd − jd)(

kd − jd) 1
2−

1
d

≤ Cε|A|2
∑
j,k∈A
k> j

(
kd − jd) 1

d−
1
2 +ε
.

Then by Lemma 2.12 the last sum is bounded by

∑
1≤ j,k≤|A|

j<k

(
kd − jd) 1

d−
1
2 +ε
≤

∑
1≤k≤|A|

k(d−1)( 1
d−

1
2 +ε)

∑
1≤ j<k

(
k − j

) 1
d−

1
2 +ε

≤
∑

1≤k≤|A|

k(d−1)( 1
d−

1
2 +ε)

∑
1≤ j<k

j
1
d−

1
2 +ε

≤ Cd,ε

∑
1≤k≤|A|

k(d−1)( 1
d−

1
2 +ε)k

1
d + 1

2 +ε

≤ Cd,ε

∑
1≤k≤|A|

k2− d
2 +dε.

This last sum is bounded by

≤


|A|3/2+ε for d = 3

|A|1+ε for d = 4

|A| for d ≥ 5.

(4.6)
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We finally have

∑
j3,k3∈A
k3> j3

1√
kd

3 − jd
3

|A j3,k3
411211| .d,ε


|A|7/2+ε for d = 3

|A|3+ε for d = 4

|A|3 for d ≥ 5

This finishes the proof.

�

4.3. Perturbation of powers III, p = 2n

Proof of Theorem 1.8 We already proved the cases p = 2, 4, 6 with Theorems 1.3,1.7.

Thus we may suppose that p ≥ 8, and so d ≥ n ≥ 3. We may also suppose that A contains

no element in [1, e100d], and have more elements than e100d. If j, k ∈ A, k > j then we

have by the Mean Value Theorem that kd − jd ≥ e100d(d−1).

Let j = ( j1, j2, · · · , jn) and k = (k1, k2, · · · , kn) denote vectors in An. We first

convert our sum

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥2n

2n
=

∑
(j,k)∈An

P
[ n∑

i=1

N( jd
i ) =

n∑
i=1

N(kd
i )
]
.

We decompose A2n = A∗ ∪ A∗∗, where A∗∗ contains those vectors (j,k) that have

ja = kb for some entries 1 ≤ a, b,≤ n. The main contribution comes from A∗, and A∗∗ can

easily be coped with induction.

We let A∗∗ab for some fixed 1 ≤ a, b ≤ n denote the subset of A∗∗ consisting of

vectors (j,k) with ja = kb. For the base step n = 1 we have by Theorem 1.3

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥2

2
.p |A|.

Suppose that our statement is true for n − 1, that is, we have

E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥2(n−1)

2(n−1)
.p |A|n−1.
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Then after reordering, relabeling and applying the inductive hypothesis we obtain

∑
A∗∗ab

P
[ n∑

i=1

N( jd
i ) =

n∑
i=1

N(kd
i )
]

= |A|
∑

(j′,k′)∈A2(n−1)

P
[ n−1∑

i=1

N( jd
i ) = |A|

n−1∑
i=1

N(kd
i )
]

= |A|E
∥∥∥∥∑

j∈A

e2πiyN( jd)
∥∥∥∥2(n−1)

2(n−1)

.p |A|n.

Thus we are just left with handling A∗. We consider the set

A∗1 =: {(j,k) ∈ A2n : j1 ≤ j2 ≤ . . . ≤ jn, k1 ≤ k2 ≤ . . . ≤ kn}.

Observe that since there are n! different orderings of for ji, and similarly for ki and since

each ordering can be turned into each other by a relabeling, we have

∑
A∗
P
[ n∑

i=1

( jd
i ) =

n∑
i=1

N(kd
i )
]
≤ (n!)2

∑
A∗1

P
[ n∑

i=1

N( jd
i ) =

n∑
i=1

N(kd
i )
]
.

The pair ji, ki is said to have positive orientation if ji < ki and negative orientation

if ji > ki. For every vector (j,k) ∈ A∗1 this splits up pairs or indices 1 ≤ i ≤ n of the

vector into two sets σ+(j,k) and σ−(j,k). Observe that open intervals ( ja, ka) ∈ σ+(j,k)

and (kb, jb) ∈ σ−(j,k) cannot intersect. For intersection implies ja < jb and hence a < b,

but it also implies kb < ka and thus b < a. Now armed with this observation we proceed.

∑
A∗1

P
[ n∑

i=1

N( jd
i ) =

n∑
i=1

N(kd
i )
]

=
∑
A∗1

P
[ ∑

i∈σ−(j,k)

N( jd
i ) − N(kd

i ) =
∑

i∈σ+(j,k)

N(kd
i ) − N( jd

i )
]
.

(4.7)

Notice that σ+(j,k), σ−(j,k) may be empty, in this case the sum over that set is taken to

be zero. Let us define f (x) := 4
√

nx log x for x ≥ 1. To every vector in A∗1 we assign the
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events

Ω∗ :=
{ ∑

i∈σ−(j,k)

N( jd
i ) − N(kd

i ) =
∑

i∈σ+(j,k)

N(kd
i ) − N( jd

i )
}
,

Ωi :=
{∣∣∣N(kd

i )(ω) − N( jd
i )(ω) − (kd

i − jd
i )
∣∣∣ < max

1≤l≤n
f (|kd

l − jd
l |)

}
, 1 ≤ i ≤ n.

Let m denote an index that maximizes |kd
i − jd

i | and thus f (|kd
i − jd

i |). By utilizing these sets

we can define Ω∗∗ := Ω∗ ∩Ω1 ∩Ω2 . . . ∩Ωn, and obtain

P[Ω∗] ≤ P[Ω∗∗] +

n∑
i=1

P[Ωc
i ].

We have by Lemma 2.4

P[Ωc
i ] = P

[{∣∣∣N(kd
i )(ω) − N( jd

i )(ω) − (kd
i − jd

i )
∣∣∣ ≥ f (|kd

m − jd
m|)

}]
= P

[{∣∣∣N(kd
i )(ω) − N( jd

i )(ω) − (kd
i − jd

i )
∣∣∣ ≥ 4

√
n|kd

m − jd
m| log |kd

m − jd
m|
}]

≤ P
[{∣∣∣N(kd

i )(ω) − N( jd
i )(ω) − (kd

i − jd
i )
∣∣∣ ≥ 4

√
|kd

i − ji
1|

√
n log |kd

m − jd
m|
}]

≤ 2e
−16n log |km− jm |

4

= 2|km − jm|
−4n,

that is, the contribution of these terms are small. As for the main term Ω∗∗ we first
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notice that if this set is nonempty for a vector (j,k) we have by triangle inequality

∣∣∣∣∣∣ ∑
i∈σ+(j,k)

(kd
i − jd

i ) −
∑

i∈σ−(j,k)

( jd
i − kd

i )

∣∣∣∣∣∣
=

∣∣∣∣∣∣ ∑
i∈σ+(j,k)

(kd
i − jd

i ) −
∑

i∈σ−(j,k)

( jd
i − kd

i ) +
∑

i∈σ−(j,k)

[
N( jd

i ) − N(kd
i )
]
−

∑
i∈σ+(j,k)

[
N(kd

i ) − N( jd
i )
]∣∣∣∣∣∣

=

∣∣∣∣∣∣ ∑
i∈σ+(j,k)

[
(kd

i − jd
i ) − N(kd

i ) + N( jd
i )
]
+

∑
i∈σ−(j,k)

[
N( jd

i ) − N(kd
i ) − ( jd

i − kd
i )
]∣∣∣∣∣∣

≤
∑

i∈σ−(j,k)

∣∣∣N( jd
i ) − N(kd

i ) − ( jd
i − kd

i )
∣∣∣ +

∑
i∈σ+(j,k)

∣∣∣kd
i − jd

i ) − N(kd
i ) + N( jd

i )
∣∣∣

≤
∑

i∈σ−(j,k)

+
∑

i∈σ+(j,k)

f
(
|kd

m − jd
m|
)

= n f
(
|kd

m − jd
m|
)
.

(4.8)

Therefore the set Ω∗∗ is empty for vectors that do not satisfy this relation. Let A∗11 be the

set of vectors in A∗1 satisfying this relation. Observe that if in a vector (j,k) one of the

sets σ+(j,k), σ−(j,k) is empty, then that vector cannot be in the set A∗11. For vectors in

A∗11, assuming m ∈ σ+(j,k), we compute the probability of the set Ω∗∗ as follows. By

our observation on non-intersection of pairs in sets σ−, σ+, and independent increment

property of Poisson processes we have by Lemma 2.8

P[Ω∗∗] =
∑
a∈Z+

P
[ ∑

i∈σ−(j,k)

N( jd
i ) − N(kd

i ) = a =
∑

i∈σ+(j,k)

N(kd
i ) − N( jd

i )
]

=
∑
a∈Z+

P
[ ∑

i∈σ−(j,k)

N( jd
i ) − N(kd

i ) = a
]
P
[ ∑

i∈σ+(j,k)

N(kd
i ) − N( jd

i ) = a
]
.

We apply Lemma 2.10 to the sum over σ+ and sum over a for the sum over σ−

≤

√
n√

|kd
m − jd

m|

∑
a∈Z+

P
[ ∑

i∈σ−(j,k)

N( jd
i ) − N(kd

i ) = a
]

︸                                     ︷︷                                     ︸
≤1

≤

√
n√

|kd
m − jd

m|
.

If m belongs to σ−(j,k), after using independence we apply Lemma 2.9 to the sum over

σ− and sum over a the other sum to get the same result. Combining all of these we can
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continue from (4.7)

≤
∑
A∗1

[
P[Ω∗∗] +

n∑
i=1

P[Ωc
i ]
]

=
∑
A∗11

P[Ω∗∗] +
∑
A∗1

[ n∑
i=1

P[Ωc
i ]

≤
∑
A∗11

√
n√

|kd
m − jd

m|
+ 2n

∑
A∗1

|kd
m − jd

m|
−4n

The second sum is easy to handle:

∑
A∗1

|kd
m − jd

m|
−4n ≤

∑
A∗1

n∏
i=1

|kd
i − jd

i |
−4 ≤ 2n

n∏
i=1

∑
ji,ki∈A
ji<ki

|kd
i − jd

i |
−4.

≤d 2n
n∏

i=1

∑
ki∈A

k−4d+4
i

∑
1< ji<ki

(ki − ji)−4

= 2n
n∏

i=1

∑
ki∈A

k−4d+4
i

∑
1< ji<ki

j−4
i

≤ 2n
n∏

i=1

∑
ki∈A

k−4d+5
i ,

where we used

kd − jd = (k − j)(kd−1 + kd−2 j + · · · + k jd−2 + jd−1)

≤ d(k − j)kd−1.

From this we have

2n
∑
A∗1

|kd
m − jd

m|
−4n ≤ 2n+1n

∑
k∈A

k−4d+5

n

≤ 1

We now try to estimate the first sum. We decompose A∗11 =
⋃n

i=1 A∗11i where

m = i for vectors in A∗11i. Furthermore we decompose A∗11i =
⋃

ji,ki∈A
ji,ki

A∗ j1ki
11i , where A∗ j1ki

11i
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are vectors in A∗11i for which ji, ki are fixed. Then

∑
A∗11

1√
|kd

m − jd
m|
≤

n∑
i=1

∑
A∗11i

1√
|kd

i − jd
i |

≤ n sup
1≤i≤n

∑
A∗11i

1√
|kd

i − jd
i |

.

Since the estimation does not depend on the choice of r we estimate the last sum for a

fixed i = r. Then

∑
A∗11r

1√
|kd

r − jd
r |
≤

∑
jr ,kr∈A
jr,kr

∑
A∗ jrkr

11r

1√
|kd

r − jd
r |

≤
∑

jr ,kr∈A jr,kr

1√
|kd

r − jd
r |

∣∣∣A∗ jrkr
11r

∣∣∣ = S.
(4.9)

Therefore it remains to estimate the cardinality of A∗ jrkr
11r . Let Di := kd

i − jd
i . Fix any index

1 ≤ l ≤ n with l , i. Thus the set A∗ jrkr
11i lies within the set

{
(j,k) ∈ A2n

∣∣∣∣ ji, ki are fixed, 0 < |kd
r − jd

r | < |Di| 1 ≤ i ≤ n, (4.8) holds
}
. (4.10)

In order to estimate the cardinality of this set, we just look at the possible choices for pairs

ji, ki. Since there are |A| possible choices for each of ji and ki number of choices for any

pair ( ji, ki) for vectors of this set can be estimated trivially by |A|2. This we call the first

method. Alternatively our second method comes from the identity

∣∣∣{( ji, ki) ∈ A2
∣∣∣ 0 < |kd

i − jd
i | ≤ |Dr|

}∣∣∣ = 2
∣∣∣{( ji, ki) ∈ A2

∣∣∣ 0 < kd
i − jd

i ≤ |Dr|
}∣∣∣

By using Theorem 2.9 with C = D = |Dr| the set above is bounded by 2Cd|Dr|
2/d. Once

we fixed n− 1 pairs, we can use our arithmetic results for the remaining pair. This will be

called refined method.

We first start with estimating S to understand things more clearly. By the second

method we have

S .d,n

∑
jr ,kr∈A

|Dr|
2(n−1)/d

|Dr|
1/2 =

∑
jr ,kr∈A

|Dr|
2(n−1)

d − 1
2 .

Observe that if d ≥ 4n − 4 then the exponent of |Dr| in the last sum is nonpositive which
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means the contribution of this term can be controlled by Cd,n|A|2. Thus we estimate S for

d < 4n − 4.

Now we estimate the cardinality of (4.10) combining all our three methods. We

have n − 1 pairs to estimate in this set. One of them will be estimated by the refined

method after all n−2 pairs are estimated and fixed by the first and second methods, we fix

an index 1 ≤ l ≤ n with l , r for this purpose. For the other n − 2 indices we note that in

general the first method gives a better bound than the second, but it is the second method

that enables cancellation with the
√
|kd − jd| term of the denominator. So we must use the

second method as many times as possible to take advantage of this cancellation, and for

the remaining pairs we use the first method. To this end we pick d′ := d d
4 −

1
2e − 1 indices

apart from r, l. This d′ is the largest number of applications for the second method after

which the power of |kd − jd| still remains nonpositive in the sum. Given the assumption

d < 4n − 4 we also have d′ ≤ n − 2. To the remaining n − 2 − d′ pairs we apply the first

method. So the cardinality of (4.10) is bounded by

≤ Cd,n|Dr|
2d′
d |A|(2n−4−2d′) sup

0<|Dr |≤|Di |
i,r,l

∣∣∣∣{( jl, kl) ∈ A2
∣∣∣∣ jl , kl, (4.12) holds

}∣∣∣∣, (4.11)

where ∣∣∣∣kd
l − jd

l +
∑
i,l

Di

∣∣∣∣ < n f (|Dr|). (4.12)

Therefore only the index l remains and we will apply the refined method for this. Since

−n|Di| ≤
∑

r,i,l Dr ≤ n|Di| the supremum can be bounded above by

≤ sup
|D|≤n|Dr |

∣∣∣∣{( jl, kl) ∈ A2
∣∣∣∣ jl , kl,

∣∣∣kd
l − jd

l + D
∣∣∣ < n f (|Dr|)

}∣∣∣∣
≤ 2 sup

|D|≤n|Dr |

∣∣∣∣{( j, k) ∈ A2
∣∣∣∣ j < k,

∣∣∣kd − jd − D
∣∣∣ < n f (|Dr|)

}∣∣∣∣
≤ 2 sup

n f (|Dr |)≤D≤n|Dr |

∣∣∣∣{( j, k) ∈ A2
∣∣∣∣ j < k,

∣∣∣kd − jd − D
∣∣∣ < n f (|Dr|)

}∣∣∣∣.
To the last line above we can apply our Theorem 2.11 to bound (4.8) by

≤ Cd|A|2n−4−2d′ |Dr|
2d′
d f

2
d (|Dr|) ≤ Cd|A|2n−4−2d′ |Dr|

2d′+1
d log

1
d |Dr|.
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Then we can proceed from (4.9)

S ≤ Cd,n|A|2n−4−2d′
∑
j,k∈A
j,k

log
1
d |kd − jd|√

2π|kd − jd|
|kd − jd|

2d′+1
d

≤ Cd,n|A|2n−4−2d′
∑
j,k∈A
j<k

log
1
d (kd − jd)

|kd − jd|
1
2−

2d′+1
d

.

(4.13)

The exponent of |kd − jd| is

1
2
−

2d′ + 1
d

=



1/d if d ≡ 0( mod 4)

3/2d if d ≡ 1( mod 4)

2/d if d ≡ 2( mod 4)

1/2d if d ≡ 3( mod 4).

(4.14)

From this we see that the summand in the last sum is a decreasing function of type given

in Lemma 2.12 on [e2,∞). By Lemma 2.12 we can bound this last sum by

≤
∑

10≤ j<k≤|A|+9

log
1
d |kd − jd|

|kd − jd|
1
2−

2d′+1
d

.

Applying once more time to Lemma 2.12 the above expression is bounded by

.d log
1
d |A|

∑
1≤ j<k≤|A|

|kd − jd|
2d′+1

d − 1
2 .

By using
kd − jd = (k − j)(kd−1 + kd−2 j + · · · + k jd−2 + jd−1)

≤ d(k − j)kd−1,

and applying a change of a variable we bound the last sum by

.d

∑
1<k≤|A|

k(d−1)( 2d′+1
d − 1

2 )
∑

1≤ j<k

(
k − j

) 2d′+1
d − 1

2 =
∑

1<k≤|A|

k(d−1)( 2d′+1
d − 1

2 )
∑

1≤ j<k

j
2d′+1

d − 1
2 .
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Since

∑
1≤ j<k

j
2d′+1

d − 1
2 ≤ 1 +

∫ k

1
j

2d′+1
d − 1

2 d j = 1 +
2d

4d′ + d + 2
j

2d′+1
d + 1

2

∣∣∣∣k
1
.d k

2d′+1
d + 1

2 ,

we obtain
.d

∑
1<k≤|A|

k(d−1)( 2d′+1
d − 1

2 )k
2d′+1

d + 1
2 =

∑
1<k≤|A|

k2d′+2− d
2 . (4.15)

The exponent of this last sum is

2d′ + 2 −
d
2

=



0 if d ≡ 0( mod 4)

−1/2 if d ≡ 1( mod 4)

−1 if d ≡ 2( mod 4)

1/2 if d ≡ 3( mod 4).

(4.16)

Therefore the expression on the right-hand side of (4.15) is bounded by

.d


|A|2d′+3− d

2 log1+ 1
d |A| if d ≡ 2( mod 4),

|A|2d′+3− d
2 log

1
d |A| else.

Plugging this into (4.13)

S .n,d


|A|2n− d

2−1 log1+ 1
d |A| if d ≡ 2( mod 4),

|A|2n− d
2−1 log

1
d |A| else.

Thus the final bound is

.d,n


max

{
|A|n, |A|2n− d

2−1 log1+ 1
d (1 + |A|)

}
if d ≡ 2 (mod 4),

max
{
|A|n, |A|2n− d

2−1 log
1
d (1 + |A|)

}
else.

This completes the proof. �
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CHAPTER 5

CONCLUSION

This study is mainly concerned with the classical Hardy-Littlewood majorant

problem. We consider this problem by randomizing frequencies of exponential sums

with stochastic processes such as stationary processes, random walks and the Poisson

processes. We prove that the Hardy-Littlewood majorant property remains true up to a

negligible probability after randomizing by these processes. B. Green and I. Ruzsa use

the Green-Ruzsa set to show the majorant property does not hold for p = 3. As opposed

to these authors, we randomize a wide class of sparse sets, including the Green-Ruzsa set

via Poisson processes and show that the majorant property holds almost surely on these

sets. We then explore the impact of randomization on the expected values of the L2-norm

and L4-norm of an exponential sum with frequencies forming an arithmetic progression

with a larger step size. Owing to Theorem 1.2 and Lemma 2.2 we see that there is no

notable effect when step size is one. Finally we provide an upper bound for the expected

value of the Ln-norms, n ∈ 2N of exponential sums whose frequencies are randomized

via Poisson processes, and on average this upper bound gives us estimates of the number

of solutions to diophantine equations.
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