
A Robust Tracking Controller for Dynamically Positioned Surface Vessels
with Added Mass

Baris Bidikli, Enver Tatlicioglu*, and Erkan Zergeroglu

Abstract— This work concentrates on tracking control of
dynamically positioned surface vessels with asymmetric added
mass terms affecting the system model at the acceleration level.
Specifically, we propose a novel continuous robust controller for
surface vessels that, in addition to asymmetric added mass in
its inertia matrix, contains unstructured uncertainties in all
its system matrices. The proposed controller compensates the
overall system uncertainties and ensures asymptotic tracking,
while requiring only the knowledge of the sign of the leading
principle minors of the input gain matrix. Lyapunov based
approaches are applied in order to prove the stability of the
closed–loop system and asymptotic convergence of the tracking
error signal.

I. INTRODUCTION

Mostly because of its importance in marine industry, con-
trol of marine vehicles, especially control of slowly moving
surface vessels, is a popular research topic. Operations such
as towing, laying cables to the bottom of the ocean, and most
operations related to the offshore oil industry usually provide
a sufficiently smooth, and a slow trajectory to be tracked. Re-
searchers/engineers are required to design controllers/auto–
pilots to obtain satisfactory tracking performance.

Several aspects of the above control problem were investi-
gated and can be found in the literature [1], [2], [3]. There are
linear control designs such as proportional integral derivative
controllers in cascade with a low–pass filter [4], optimal
control laws in conjunction with Kalman filtering techniques
[5], [6]. Basically, the aforementioned control formulations
linearize the system dynamics about a set of pre–specified
yaw angles [7]. On the other hand, there are several non-
linear robust and/or adaptive control designs that take the
nonlinear ship dynamics into account in order to overcome
the problems inherited by linearization [7], [8], [9], [10],
[11], [12]. In [9], a class of nonlinear proportional derivative
control laws for position regulation were developed without
guaranteeing their robustness against parametric uncertain-
ties, and in [11], a robust nonlinear control law using singular
perturbation theory that takes parametric uncertainties and
external disturbances into account was presented. Some other
past research has focused on designing output feedback
control algorithms [7], [8], [13], [14]. In [7], a nonlinear
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output feedback controller utilizing an observer backstepping
method was designed. An observer based output feedback
tracking controller for fully actuated ships was presented in
[14].

Review of the relevant literature highlights the fact that
almost all of the past control designs considered the inertia
matrix of the ship to be symmetric and positive definite, and
laid their analysis and designs down on this assumption. As
detailed in [2], [3], [10] and [15], during the cruise, all the
flow is effected by the motion of the ship and as a result of
this, vibrations with different amplitudes occur on different
parts of the flow. This situation results as pressure effects
and moments acting on different parts of the ship, causes
additional force and has influence on the acceleration of the
ship. This effect, referred as added mass, is represented in the
dynamic model. There are different conventions [10], [15]
on how to represent the added mass effects in the dynamic
model. In [15], after using inertial velocity as the velocity
state, the added mass effects are represented via the inertia
matrix.

The significance of added mass effects is due to its
asymmetric nature which causes the inertia matrix lose its
symmetry. From a control theory perspective, the symmetric
nature of the inertia matrix is extremely useful as it is
utilized in a quadratic term in the Lyapunov function. And
when not appropriately dealt with, this may cause reduction
in performance, even instability. To our best knowledge
there are only a few control design works that considered
asymmetric added mass in the inertia matrix, as in robust
and adaptive type controllers designed in [16] and [17],
respectively. The aforementioned controllers were designed
based on Lyapunov–type analysis methods, and were able to
achieve only the ultimate boundedness of the tracking error
signals.

In this paper, robust control of surface vessels with added
mass effect is discussed. The added mass terms are consid-
ered to be affecting the system dynamics at the acceleration
level (i.e., inertial velocity was chosen as the velocity state).
Furthermore, the added mass effects are assumed to be
asymmetrical, which results in an asymmetric inertia matrix
in system dynamics. In addition, the dynamic model consid-
ered is subject to unstructured uncertainties. In the control
design, the mathematical model of the ship is first converted
into a compact form where neither symmetry nor positive
definiteness of the input gain matrix is known. A matrix
decomposition is then applied to the input gain matrix to
obtain a symmetric and positive definite matrix that a filtered
version of the tracking error is multiplied with. However, this
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decomposition results in the control input to be premultiplied
first with a known diagonal matrix with entries +1 or −1,
and next with an uncertain unity upper triangular matrix1. A
robust controller utilizing a modified version of the integral
of the sign of the tracking error [18] is then proposed. The
stability of the closed–loop system and the convergence of
the tracking error are demonstrated via a novel analysis based
on Lyapunov–type methods.

II. SYSTEM MODEL AND PROPERTIES

The mathematical model for a dynamically positioned
surface vessel is represented by [2], [3], [10]

Msv̇ + Csv +Dsv = τ (1)
ẋ = Rv (2)

where x(t) , [xp, yp, ψ]
T ∈ R3 is the position vector that

contains translational positions xp (t), yp (t) ∈ R in X– and
Y– directions, respectively, and the yaw angle of the ship

ψ (t) ∈ R, v(t) =
[
u, v, ψ̇

]T
∈ R3 is the body–fixed linear

and angular velocity vector. Also in (1), Ms(ψ), Cs(v, vr),
Ds(v, vr) ∈ R3×3 represent inertia matrix, centripetal and
Coriolis forces, hydrodynamic damping terms, respectively,
vr(t) ∈ R3 is the relative velocity between the fluids and the
vessel, and the control input torque vector is represented by
τ(t) ∈ R3. In (2), R(ψ) ∈ SO(3) is the rotation matrix that
has the form

R (ψ) =

 cos (ψ) − sin (ψ) 0
sin (ψ) cos (ψ) 0
0 0 1

 . (3)

The inertia matrix of the ship is obtained as [2]

Ms = MRB +MA (4)

where MRB(ψ) ∈ R3×3 represents the positive definite,
symmetric rigid body inertia matrix and MA(ψ) ∈ R3×3

represents the added mass inertia matrix. It is noted in [2] that
the inertia term due to added mass MA(ψ) is not necessarily
symmetric. After summed with symmetric MRB(ψ), the
inertia matrix Ms(ψ) loses its symmetry. It is highlighted
that symmetry of the inertia matrix is essential especially
when it is to be used in a quadratic term in the Lyapunov
function. On the other hand, it is assumed that this added
mass term does not result in Ms (ψ) losing rank [i.e., Ms (ψ)
is full rank].

In an attempt to obtain a compact representation of the
mathematical model of the ship in (1) and (2), the time
derivative of (2) is taken

ẍ = Ṙv +Rv̇ (5)

which includes the time derivative of the rotation matrix that
can be obtained as

Ṙ = RS3 (6)

1A unity upper triangular matrix is an upper triangular matrix with ones
on the main diagonal.

where S3

(
ψ̇
)
∈ R3×3 is a skew–symmetric defined as

S3 ,

 0 −ψ̇ 0

ψ̇ 0 0
0 0 0

 . (7)

After substituting (6) into (5), we obtain

ẍ = RM−1
s τ −R

[
M−1

s (Cs +Ds)− S3

]
v (8)

where (1) was utilized. In order to obtain a more compact
form, the right–hand side of (8) can be rewritten as

ẍ = h+Gτ (9)

where h (x, ẋ) ∈ R3 and G (x, ẋ) ∈ R3×3 are defined as

h , −R
[
M−1

s (Cs +Ds)− S3

]
v (10)

G , RM−1
s . (11)

It is assumed that G (x, ẋ) is a real matrix with non–zero
leading principle minors which follows from Ms (ψ) being
full rank. This allows us to utilize the following matrix
decomposition [19], [20]

G = S (x, ẋ)DU (x, ẋ) (12)

where S (x, ẋ) ∈ R3×3 is a symmetric positive definite
matrix, D ∈ R3×3 is a diagonal matrix with entries being±1,
and U (x, ẋ) ∈ R3×3 is a unity upper triangular matrix. We
applied the above matrix decomposition to several models
in the literature and D came out to be an identity matrix.
Despite this, we will present our derivations for the general
case where we only assume that D is available for control
design (see [21] for the precedence of this type assumption).

From (9), it is easy to obtain

τ = G−1 (ẍ− h) (13)

provided the assumption that the leading principal minors of
G (·) are non–zero. After taking the time derivative of (9),
substituting (12) and (13), and then performing straightfor-
ward mathematical manipulations yield

...
x = ϕ+ SDUτ̇ (14)

where ϕ (x, ẋ, ẍ) ∈ R3 is an auxiliary signal that is defined
as

ϕ , ḣ+ ĠG−1 (ẍ− h) . (15)

At this point, we would like to define M (x, ẋ) ∈ R3×3

as the inverse of S (x, ẋ). It is remarked that since S (x, ẋ)
is symmetric and positive definite, then so is M (x, ẋ).
Furthermore, M (x, ẋ) satisfies the following inequalities

m ‖χ‖2 ≤ χTM (x, ẋ)χ ≤ m̄ (x, ẋ) ‖χ‖2 ∀χ ∈ R3×1

(16)
where m ∈ R and m̄ (x, ẋ) ∈ R represent a positive
bounding constant and a positive non–decreasing function,
respectively.

Multiplying both sides of (14) with M (x, ẋ) results in

M
...
x = f +DUτ̇ (17)

where f (x, ẋ, ẍ) ,Mϕ ∈ R3.
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III. ERROR SYSTEM DEVELOPMENT

Our main control objective is to ensure that the trans-
lational positions and the yaw angle would track a given
reference trajectory while, at the same time, ensuring the
boundedness of all the signals under the closed–loop opera-
tion. The control design is based on availability of x (t) and
ẋ (t) (i.e., full–state feedback).

In order to quantify the tracking control objective, the
output tracking error, e1 (t) ∈ R3, is defined as the difference
between the reference trajectory and the position of the ship
as

e1 , xd − x (18)

where xd (t) ∈ R3 is the reference trajectory chosen smooth
enough in the sense that

xd (t) ∈ C3 and x(i)
d (t) ∈ L∞ , i = 0, 1, 2, 3. (19)

In order to obtain a first order stability analysis (i.e., only
first order time derivatives to appear in the time derivative of
the Lyapunov function), an auxiliary error signal, denoted by
e2 (t) ∈ R3, and a filtered error term, denoted by r (t) ∈ R3,
are defined as follows

e2 , ė1 + e1 (20)
r , ė2 + αe2 (21)

where α ∈ R3×3 is a positive definite, diagonal, constant
gain matrix. After premultiplying the time derivative of (21)
with M (·), the following expression can be obtained

Mṙ = M (
...
xd + ë1 + αė2)− f −DUτ̇ (22)

where (17), (18) and (20) were utilized. To obtain a compact
form for the right–hand side of (22), we define an auxiliary
function N (x, ẋ, ẍ, xd, ẋd, ẍd,

...
xd, t) ∈ R3 as follows

N ,M (
...
xd + ë1 + αė2)− f + e2 +

1

2
Ṁr. (23)

In view of (23), the expression in (22) can now be reformu-
lated as

Mṙ = −1

2
Ṁr − e2 −DUτ̇ +N. (24)

In the right–hand side of (24), [via the definition of N (·)
in (23)] the terms − 1

2Ṁr and −e2 are introduced to cancel
some terms that will appear in the time derivative of the
subsequently designed Lyapunov function.

The auxiliary function N (·) is now segregated into two
auxiliary functions in a way by grouping the terms that can
be bounded by known constants, and the terms that can be
bounded by error signals. Mathematically, N̄ (t), Ñ (t) ∈ R3

are defined as

N̄ , N |x=xd,ẋ=ẋd,ẍ=ẍd
(25)

Ñ , N − N̄ . (26)

Finally, after substituting the above definitions, the error
dynamics in (24) can be rearranged as

Mṙ = −1

2
Ṁr − e2 −DUτ̇ + Ñ + N̄ . (27)

IV. CONTROLLER FORMULATION

Based on the open–loop error system in (27) and the sub-
sequent stability analysis, the control input τ (t) is designed
to have the following form

τ = DK

[
e2 (t)− e2 (t0) + α

∫ t

t0

e2 (σ) dσ

]
+DΠ (28)

where the auxiliary signal Π (t) ∈ R3 is generated according
to the update law

Π̇ (t) = CSgn (e2 (t)) with Π (t0) = 03. (29)

In (28) and (29), K, C ∈ R3×3 are positive definite,
diagonal, constant gain matrices, 03 ∈ R3 is a vector of
zeros and Sgn(·) ∈ R3 is the vector signum function. The
open–loop error dynamics in (27) requires the time derivative
of the control input. By using the structures of (28) and (29),
the time derivative of control input can be obtained in the
following form

τ̇ = DKr +DCSgn (e2) (30)

where (21) was also utilized. The control gain is chosen as
K = I3+kpI3+diag {kd,1, kd,2, 0} where kp, kd,1, kd,2 ∈ R
are positive, constant controller gains, the notation diag {·}
represents a diagonal matrix, and I3 ∈ R3×3 is the standard
identity matrix. Finally, after substituting (30) into (27) and
then adding and subtracting DKr (t), following closed–loop
error system for r (t) is obtained

Mṙ = −1

2
Ṁr − e2 −Kr + Ñ + N̄

−D (U − I3)DKr −DUDCSgn (e2) (31)

where the fact that DD = I3 was utilized.
We would like to draw attention to the last two terms of

(31) by investigating them separately before proceeding with
the stability analysis. It is highlighted that, our investigation
on these two terms rely on the fact that U (·) is a unity
upper triangular matrix and thus (U − I3) is a strictly upper
triangular matrix.

Notice that, we can rewrite D (U − I3)DKr as follows

D (U − I3)DKr =

 Λ1

Λ2

0

+

 Φ1

Φ2

0

 (32)

where Λ1 (t), Λ2 (t), Φ1 (t), Φ2 (t) ∈ R are auxiliary signals
being defined as

Λ1 , d1d2k2Ũ1,2r2 + d1d3k3Ũ1,3r3 (33)

Λ2 , d2d3k3Ũ2,3r3 (34)
Φ1 , d1d2k2Ū1,2r2 + d1d3k3Ū1,3r3 (35)
Φ2 , d2d3k3Ū2,3r3 (36)

with Ū1,2 (t), Ū1,3 (t), Ū2,3 (t), Ũ1,2 (t), Ũ1,3 (t), Ũ2,3 (t) ∈
R are defined as

Ūi,j , Ui,j |x=xd,ẋ=ẋd
(37)

Ũi,j , Ui,j − Ūi,j (38)
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where Ui,j (x, ẋ) ∈ R are the entries of U (x, ẋ). Notice
from (34) that Λ2 (t) depends on k3, and from (33), Λ1 (t)
depends on k3 and k2. Similarly, from (36), Φ2 (t) depends
on k3, and from (35), Φ1 (t) depends on k3 and k2.

On the other hand, the term DUDCSgn (e2) can be
decomposed as

DUDCSgn (e2) =
[
ΨT , 0

]T
+ Θ (39)

with two auxiliary signals Ψ (t) ∈ R2 and Θ (t) ∈ R3 are
defined as[

ΨT , 0
]T

= D
(
U − Ū

)
DCSgn (e2) (40)

Θ , DŪDCSgn (e2) (41)

where Ū (xd, ẋd) , U |x=xd,ẋ=ẋd
∈ R3×3 is a function of

reference trajectory and its time derivative, and Ψi (t) ∈ R,
i = 1, 2 and Θi (t) ∈ R, i = 1, 2, 3, are defined as

Ψi = di

3∑
j=i+1

djCjŨi,jsgn (e2,j) (42)

Θi = di

3∑
j=i

djCjŪi,jsgn (e2,j) . (43)

Remark 1: The Mean Value Theorem [22] can be utilized
to develop the following upper bounds∥∥∥Ñ (·)

∥∥∥ ≤ ρÑ (‖z‖) ‖z‖ (44)∥∥∥Ũi,j (·)
∥∥∥ ≤ ρi,j (‖z‖) ‖z‖ (45)

where ρÑ (·), ρi,j (·) ∈ R are non–negative, globally in-
vertible, non–decreasing functions of their arguments, and
z (t) ∈ R9 is defined by

z ,
[
eT1 eT2 rT

]T
. (46)

In view of (19) (i.e., the smoothness of the reference tra-
jectory), it can be seen from (25) and (37) that N̄ (t) and
Ūi,j (t) can be bounded by known constants in the sense that
[18] ∣∣N̄i (t)

∣∣ ≤ ζN̄i
(47)∣∣Ūi,j (t)

∣∣ ≤ ζŪi,j
(48)

where ζN̄i
, ζŪi,j

∈ R are positive bounding constants. Based
on (33)–(36), (42), (43), following upper bounds can be
obtained for i = 1, 2

|Λi| ≤
3∑

j=i+1

kjρi,j (‖z‖) ‖z‖ |rj | ≤ ρΛi
(‖z‖) ‖z‖(49)

|Φi| ≤
3∑

j=i+1

kjζŪi,j
|rj | ≤ ζΦi ‖z‖ (50)

|Ψi| ≤
3∑

j=i+1

Cjρi,j (‖z‖) ‖z‖ ≤ ρΨi
(‖z‖) ‖z‖ (51)

and for i = 1, 2, 3

|Θi| ≤
3∑

j=i

CjζŪi,j
≤ ζΘi

(52)

where (44)–(48) were utilized. From (52), it is easy to see
that ‖Θ‖ ≤ ζΘ is satisfied for some positive bounding
constant ζΘ ∈ R, and from (49)–(51), we have

|Λi|+ |Φi|+ |Ψi| ≤ ρi (‖z‖) ‖z‖ (53)

where ρi (‖z‖) ∈ R i = 1, 2, are non–negative, globally
invertible, non–decreasing functions satisfying

ρΛi + ρΨi + ζΦi ≤ ρi. (54)
At this point, we are now ready to continue with the

stability analysis of the proposed robust controller.

V. STABILITY ANALYSIS

In this section2, initially, the boundedness of the error
signals under the closed–loop operation will be proven by
using a Lyapunov type analysis. Then, a lemma will be
presented and an upper bound for the integral of the absolute
values of the entries of the time derivative of e2 (t) will be
obtained by using the boundedness result. In order to prove
the non–negativity of a Lyapunov–like function, this upper
bound will be utilized in another lemma that will be used
in our final analysis which proves asymptotic stability of the
overall closed–loop system.

Theorem 1: (Boundedness proof) For the mathematical
model of the ship in (1) and (2), the controller in (28) and
(29) guarantee the boundedness of the error signals in (18),
(20) and (21) provided that the controller gains kd,1, kd,2 and
kp are chosen large enough compared to the initial conditions
of the system and the following condition is satisfied

λmin (α) ≥ 1

2
(55)

where the notation λmin (α) denotes the minimum eigenvalue
of the gain matrix α.

Proof: Due to page limitations, only a highlight of the
proof is provided. The reader is referred to [23] for a similar
proof. The non–negative function V1 (z) ∈ R is defined as

V1 ,
1

2
eT1 e1 +

1

2
eT2 e2 +

1

2
rTMr. (56)

In view of (16), the Lyapunov function in (56) can be lower
and upper bounded in the following manner

1

2
min {1,m} ‖z‖2 ≤ V1 (z) ≤ 1

2
max {1, m̄ (‖z‖)} ‖z‖2

(57)
where z(t) was defined in (46), and the terms m , m̄ (‖z‖)
were introduced in (16). Taking the time derivative of (56),
making necessary substitutions, and then performing straight-
forward mathematical manipulations and grouping, results in
the following inequality

V̇1 ≤ −β1V1 + δε2 (58)

where β1 ∈ R is a positive constant. From (56), and (58),
we can conclude that V1 (t) ∈ L∞, therefore e1 (t), e2 (t)
and r (t) are uniformly ultimately bounded. Standard signal

2Due to the page limitations, some parts of the stability analysis are
referred to the technical report [23] by the authors.
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chasing arguments can then be utilized to prove that all the
signals remain bounded under the closed–loop operation.

Lemma 1: Provided that e2 (t) and ė2 (t) are bounded, the
following expression for the upper bound of the integral of
the absolute value of the i–th entry of ė2 (t) i = 1, 2, 3 can
be obtained

t∫
t0

|ė2,i (σ)| dσ ≤ γ1 + γ2

t∫
t0

|e2,i (σ)| dσ + |e2,i| (59)

where γ1, γ2 ∈ R are some positive bounding constants.
Proof: The proof is similar to that of the one given in

[24], it can also be found in Appendix B of [23].
Following decomposition is essential for the proof of

Lemma 2.
Remark 2: Notice that, as a result of the fact that Ū (t)

being unity upper triangular, Θ (t) in (41) can be rewritten
as

Θ = (I3 + Ω)CSgn (e2) (60)

where Ω (t) , D
(
Ū − I3

)
D ∈ R3×3 is a strictly upper

triangular matrix. Since it is a function of the reference
trajectory and its time derivatives, its entries, denoted by
Ωi,j (t) ∈ R, are bounded in the sense that

|Ωi,j | ≤ ζΩi,j
(61)

where ζΩi,j
∈ R are positive bounding constants.

Lemma 2: Consider the term

L , rT
(
N̄ − (I3 + Ω)CSgn (e2)

)
. (62)

Provided that the entries of the control gain matrix C are
chosen to satisfy

C3 ≥ ζN̄3

(
1 +

γ2

α3

)
(63)

C2 ≥
(
ζN̄2

+ ζΩ2,3C3

)(
1 +

γ2

α2

)
(64)

C1 ≥
(
ζN̄1

+ ζΩ1,2C2 + ζΩ1,3C3

)(
1 +

γ2

α1

)
(65)

in order, then it can be concluded that
t∫

t0

L (σ) dσ ≤ ζL (66)

where ζL ∈ R is a positive bounding constant defined as

ζL , γ1

2∑
i=1

3∑
j=i+1

ζΩi,jCj+γ1

3∑
i=1

ζN̄i
+

3∑
i=1

Ci |e2,i (t0)| . (67)

Proof: See Appendix C of [23].
Theorem 2: (Asymptotic convergence proof) Given the

ship dynamic model in (1) and (2), the continuous robust
controller of (28) and (29) ensures the tracking error signal
e1 (t) and the auxiliary error signals e2 (t) and r (t) converge
to zero asymptotically in the sense that

‖e1 (t)‖ , ‖e2 (t)‖ , ‖r (t)‖ → 0 as t→ +∞ (68)

provided that α is chosen to satisfy (55), the entries of C
are chosen to satisfy (63)–(65), and kp, kd,1, kd,2 are chosen
large enough.

Proof: Let the auxiliary function P (t) ∈ R be defined
as follows

P , ζL −
∫ t

t0

L (σ) dσ. (69)

where the terms ζL and L(t) were defined in (67) and (62),
respectively. When the entries of the control gain matrix C
are chosen to satisfy (63)–(65), from the proof of Lemma 2
given in Appendix C of [23], we can conclude that P (t) is
non–negative.

At this stage, consider the Lyapunov function V (s, t) ∈ R
defined as

V , V1 + P (70)

where s (t) ∈ R10 is defined as

s ,
[
zT

√
P
]T

(71)

and V1 (t) ∈ R was defined in (56). By utilizing (16), the
Lyapunov function in (70) can be lower and upper bounded
in the following form

W1 (s) ≤ V (s, t) ≤W2 (s) (72)

where W1 (s), W2 (s) ∈ R are defined as

W1 , λ2 ‖s‖2 , W2 , λ3 (‖s‖) ‖s‖2 (73)

with λ2 , 1
2 min {1,m} and λ3 , max

{
1, 1

2m̄ (‖z‖)
}

.
Taking the time derivative of V (t), utilizing the time

derivative of (66), cancelling common terms and following
similar steps to that of proof of Theorem 1 yields

V̇ = −eT1 e1 + eT1 e2 − eT2 αe2 − rT r
+
[
rT Ñ − kprT r

]
+

[
−

m−1∑
i=1

ri (Λi + Ψi + Φi)−
2∑

i=1

kd,ir
2
i

]
(74)

which can be rearranged to have the following form

V̇ ≤ −1

2
‖e1‖2 −

(
λmin (α)− 1

2

)
‖e2‖2 − rT r

+
ρ2
Ñ

(‖z‖)
4kp

‖z‖2 +

2∑
i=1

ρ2
i (‖z‖)
4kd,i

‖z‖2 (75)

≤ −

(
λ4 −

ρ2
Ñ

(‖z‖)
4kp

−
2∑

i=1

ρ2
i (‖z‖)
4kd,i

)
‖z‖2 (76)

where λ4 , min
{

1
2 , λmin (α)− 1

2

}
. When the controller

gains kp, kd,1, kd,2 are selected large enough such that
the regions defined by Dz , {z : ‖z‖ ≤ R} and Ds ,
{s : ‖s‖ ≤ R} with R being defined as

R =min

{
ρ−1

Ñ

(
2

√
kp

1− β
3

)
, ρ−1
i

(
2

√
kd,i

1− β
3

)}
(77)

for i = 1, 2, are non–empty, from (76) and the definition of
s, one can restate

V̇ ≤ −β ‖z‖2 = −W (s)∀s ∈ Ds (78)

where β ∈ R is a positive constant that satisfies 0 ≤ β <
1. From the definition of (70) and (78), it is obvious that
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V (t) ∈ L∞, also from the proof of Theorem 1 and outcome
of standart linear analysis methods, we can conclude that all
the signals in the closed–loop error system are bounded and
furthermore, from the boundedness of Ẇ (s), we can state
W (s) is uniformly continuous. Based on the definition of
Ds, another region, S, can be defined in the following form

S ,

{
s ∈ Ds :W2 (s) < λ3

(
ρ−1

Ñ

(
2
√
kp

1−β
3

))2
}

∩

{
s ∈ Ds :W2 (s) < λ3

(
ρ−1

1

(
2
√
kd,1

1−β
3

))2
}

∩

{
s ∈ Ds :W2 (s) < λ3

(
ρ−1

2

(
2
√
kd,2

1−β
3

))2
}
.

(79)
A direct application of Theorem 8.4 in [22] can be used to
prove that ‖z (t)‖ → 0 as t → +∞ ∀s (t0) ∈ S. Based
on the definition of z (t), it is easy to show that ‖e1 (t)‖,
‖e2 (t)‖, ‖r (t)‖ → 0 as t → +∞ ∀s (t0) ∈ S . Note
that the region of attraction can be made arbitrarily large
to include any initial conditions by choosing the controller
gains kp, kd,1 and kd,2. This fact implies that the stability
result obtained by proposed method is semi–global.

Remark 3: The control gain matrices C and K are re-
quired to be chosen greater than the bounds of the uncer-
tainties. To address this issue, in [25] and [26], we designed
a self–tuning algorithm for the similar type of the controllers
in this paper. As a result, the controller gains in this paper
are obtained via the self–tuning algorithm in [25] and [26],
thus avoiding the knowledge of bounds of the uncertainties.

VI. CONCLUSION

Robust control of dynamically positioned surface vehicles
is addressed. In addition to the uncertainties in the system
dynamics, added mass terms are considered to be affecting
the system at the acceleration level. As a result, the inertia
matrix is considered may not be symmetric due to the asym-
metric added mass effects. A continuous nonlinear robust
controller, that compensates the dynamical uncertainties and
the asymmetry in the inertia matrix have been proposed when
the input gain matrix has non–zero leading principle minors.
We were able to obtain semi–global asymptotic tracking by
using Lyapunov based arguments in conjunction with an
integral inequality. To our best knowledge, prior this paper,
the closest work that considered dynamic uncertainties and
added mass effects for dynamically positioned surface ves-
sels were [16] and [17] which achieved ultimate boundedness
of the tracking error signals. This paper extends the stability
result presented in [16] and [17] to asymptotic stability. That
is the convergence of the tracking error signals to the origin
are guaranteed as opposed to the convergence to an ultimate
bound around zero.
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