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a b s t r a c t

This paper considerswell-posedness (the existence and uniqueness of the solutions) of Bimodal Piecewise
Affine Systems in Rn. It is assumed that both modes are observable, but only one of the modes is in
observable canonical form. This allows the vector field to be discontinuous when the trajectories change
mode. Necessary and sufficient conditions for well-posedness are given as a set of algebraic conditions
and sign inequalities. It is shown that these conditions induce a joint structure for the systemmatrices of
the two modes. This structure can be used for the classification of well-posed bimodal piecewise affine
systems. Furthermore, it is also shown that, under certain conditions, well-posed Bimodal Piecewise
Affine Systems in Rn may have one or two equilibrium points or no equilibrium points.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Switched systems consist of subsystems (modes) and a switch-
ing signal that organizes which subsystem drives the overall sys-
tem. Piecewise Linear Systems (PLS) are a subclass of switched
systems where subsystems are linear, time invariant and the
switching is autonomous (state dependent). Since PLS are drivenby
both continuous and discrete dynamics (switching), they exhibit a
rich dynamic behavior. The reader may refer to the books by Filip-
pov [1], di Bernardo et al. [2] and tutorial papers by Cortes et al. [3],
and Goebel et al. [4], which containmany examples demonstrating
the dynamic behavior of PLS. A general treatment of switched sys-
tems is given by Liberzon [5].

Bimodal Piecewise Linear Systems (BPLS) and Bimodal Piece-
wise Affine Systems (BPAS) are special subclasses of PLS where
there are only two subsystems. Subsystems in BPLS are homoge-
neous (ẋ = Aix, i = 1, 2), whereas in BPAS a constant vector is
added to the vector field (ẋ = Aix + bi, i = 1, 2).

BPLS and BPAS attracted considerable attention in the literature
lately. This is basically due to the fact that these systems can be
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used for modeling a rich variety of mechanical, electrical, biologi-
cal and engineering systems. As a consequence, BPLS and BPAS are
investigated by many authors in the context of stability, stabiliz-
ability and control in the literature (see, for instance, [6–10]). In
addition to this, BPAS turns out to be an appropriate tool to under-
stand nonlinear phenomena. For instance, BPAS version of the well
known traveling wave equation model of Michelson System [11],
the Wien-bridge oscillator of [12], a biological network model by
Imura et al. [13], are examples of nonlinear systems modeled as
BPAS.

Well-posedness simply means existence and uniqueness of so-
lutions. If the vector field is assumed to be continuous, then for
each initial condition in Rn, there is a unique and continuously
differentiable solution of PLS which resolves the issue of well-
posedness. The literature contains many papers which investigate
stability [14,6], controllability and observability [15,7,9] under this
assumption. If the vector field is discontinuous, then dynamic be-
havior of PLS cannot be represented by continuously differentiable
solutions and well-posedness become a central issue in PLS. There
are various solution structures for many classes of systems with
discontinuous vector fields and the details and examples can be
found in the survey papers by Georgescu et al. [16] and Cortes [3]
and in the book [17]. An interesting dynamic behavior encoun-
tered in PLS is the existence of trajectories which change mode
infinite number of times in a finite time interval. This paradoxi-
cal behavior is called Zeno behavior and investigated in a series
of papers [15,18,19]. Moreover, well-posedness is also an essen-
tial issue in problems such as stability, stabilizability and feedback
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control. Along this line, the reader may refer to Example 13 in [20],
wherewell-posedness conditions guarantee global asymptotic sta-
bility of a BPLS in R2.

Well-posedness of BPLS in Rn is first solved by Imura and van
der Schaft [21] in the context of Carathéodory solutions. Imura [22]
investigated well-posedness of BPAS with control inputs in Rn and
presented a classification of well-posed feedback systems in Rn.
The papers by Çamlıbel et al. [15], by Çamlıbel [18], and by Thuan
and Çamlıbel [19] have also provided important contributions on
the Zeno behavior of well-posed PLS.

In this paper, we consider well-posedness problem of BPAS in
Rn where both modes are observable. We assume, without loss of
any generality, that only the system matrix of one of the modes is
in observable canonical form. This allows for discontinuities of the
vector field. It is shown that necessary and sufficient conditions of
well-posedness given in this paper induce a special structure on
the matrix of the subsystem which is not in observable canonical
form. This leads to a joint structure for the twomodes, which holds
for both BPLS and BPAS. This structure can be checked easily and be
used for classification of well-posed BPAS and BPLS. Finally, at the
end of the paper, we exploit the relation between the conditions of
well-posedness and the equilibriumpoints of BPAS andprovide the
conditions under which BPAS have one or two or no equilibrium
points. Comparison of the results presented here with the results
given in the literature (such as [21–23]) are given in Remarks 3.3–
3.5 in the paper.

2. Preliminaries

In this section we investigate well-posedness conditions of the
following BPAS

Σ0 :


ẋ = A1x + b1, if cTx ≥ 0
ẋ = A2x + b2, if cTx ≤ 0


(1)

where Ai ∈ Rn×n, bi, c ∈ Rn. The following definition is crucial in
our approach.

Definition 2.1. The observability index of a linear time invariant
system is the smallest integer k such that rank(Oi

k) = rank(Oi
k+1)

where Oi
k :=


c AT

i c ·· ··

Ak−1
i

T cT for i = 1, 2. If k = n,

then the pair

cT ,Ai


is said to be observable.

In view of this definition, we assume that: ‘‘The pairs

cT ,A1


and


cT ,A2


are observable and the pair


cT ,A2


is in observable

canonical form’’.
Note that assuming


cT ,A2


to be in observable canonical form

does not cause any loss of generality since A1 is completely free.
In view of this assumption, the components of Σ0 are given as
follows.

A1 =

a11 · · · a1n
...

. . .
...

an1 . . . ann

 , A2 =


k1 k2 · · · · · · kn
1 0 · · · · · · 0

0 1 0 · · ·
...

...
. . .

. . .
. . .

...
0 · · · 0 1 0

 , (2)

bi =

bi1
...
bin

 , i = 1, 2 and cT =

0 · · · 0 1


.

For well-posedness of Σ0, we only consider the solutions in the
sense of Carathéodory as defined below. This definition is taken
from [18].
Definition 2.2. An absolutely continuous function x : R → Rn is
said to be a solution of Σ0 for the initial condition x0 in the sense
of

1. Carathéodory if x(0) = x0 and x(t) satisfies (1) for almost all
t ∈ R,

2. Forward Carathéodory for the initial state x0, if it is a solution
in the sense of Carathéodory, and for each t0 ≥ 0, there exists
ϵ+ > 0 such that either ẋ = A1x + b1 and cTx ≥ 0, or
ẋ = A2x + b2 and cTx ≤ 0, hold for all t ∈


t0, t0 + ϵ+


.

Definition 2.3. The system Σ0 is said to be well-posed if for every
initial state x(0) = x0 ∈ Rn, there exists a unique forward
Carathéodory solution x(t) of Σ0.

Definition 2.4. Let Si, i = 1, 2 denote the set of initial condi-
tions x0 ∈ Rn defined as follows: For each x0 ∈ Si there exists
ϵi > 0 and a forward Carathéodory solution with x(0) = x0 and
ẋ = Aix+bi such that x(t) ∈ Si for all t ∈ [0, ϵi]. Then, we say that
the solution with x(0) = x0 ∈ Si smoothly continues in mode i.

This definition is consistent with Definition 2.3 in [21]. In
order to show that Si’s ( i = 1, 2) are nonempty, let H denote the
switching hyperplane defined as follows.

H :=

x ∈ Rn

| cTx = 0

.

Note thatH is a subspace of dimension n−1which dividesRn into
two open half spaces defined as

H+
:=

x ∈ Rn

| cTx > 0


and H−
:=

x ∈ Rn

| cTx < 0

.

In view of the theory of differential equations, for any initial
condition x0 ∈ H+ (x0 ∈ H−), there exists ε+ > 0


ε− > 0


and a forward Carathéodory solution x(t) such that x(0) =

x0, cTx(t) > 0 and ẋ = A1x+b1 (cTx(t) < 0 and ẋ = A2x+b2) for
all t ∈ [0, ε+

]

t ∈ [0, ε−

]

. Since only one of the modes is active,

the solution is unique. This implies that S1 and S2 are nonempty.
More precisely,H+

⊂ S1 andH−
⊂ S2. If x0 ∈ H , thenwe cannot

claim uniqueness of solutions since both modes are allowed to be
active on H . Therefore, the problem of well-posedness reduces to
the characterization of the sets Si ∩ H , for i = 1, 2. In order to
resolve this problem, we present below two Lemmas from [21,22].
These Lemmas give necessary and sufficient conditions for well-
posedness of BPLS and BPAS, respectively.

Lemma 2.5 ([21, Lemma 2.1]). Let b1 = b2 = 0. Then the following
are equivalent.

1. Σ0 is well-posed
2. From every initial state x0 ∈ Rn, smooth continuation is possible in

only one of the two modes, except for the case when the solutions
for both modes are the same in some time interval.

Lemma 2.6 ([22, Lemma 2.2-(i)]). Σ0 is well-posed if and only if
S1 ∪ S2 = Rn and for every x0 ∈ S1 ∩ S2 the solutions according
to both modes are the same in some time interval.

We should remark here that in [22, Lemma 2.2-(i)], C-well-
posedness is used instead of well-posedness. Since C-well-
posedness is the same as well-posedness given in Definition 2.3,
we simply use well-posedness here.

Remark 2.7. Note that the conditions given in [22, Lemma 2.2-(i)]
are also valid for BPLS. This follows from the fact that S1 ∩ S2 is a
single point in Rn and this point is the origin, i.e., the equilibrium
point of well-posed BPLS. Hence, the solutions in both modes are
the same. It will be shown in the sequel that S1 ∩S2 is also a single
point for awell-posed BPAS. This pointmay also be the equilibrium
point of BPAS (see item 5 of Corollary 3.2).
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In view of Definition 2.3 and Lemma’s given above, well-
posedness is equivalent to the fact that the derivativeswith respect

to t of the solutions, i.e. d(cT x)
dt , for both modes must have the same

sign at any x0 ∈ H . We can formalize this observation by using the
classification given in [24, pp. 58] as follows.

Let x0 ∈ H . Then, the following hold for a well-posed BPLS or
BPAS,

• Either cT (Aix0 + bi) > 0 for i = 1, 2 or cT (Aix0 + bi) < 0 for
i = 1, 2.

• The case cT (A1x0 + b1) > 0 and cT (A2x0 + b2) < 0 is
not allowed because it implies that there are two solutions
smoothly continuing in two modes and this contradicts
uniqueness.

• The case cT (A1x0 + b1) < 0 and cT (A2x0 + b2) > 0 is not
allowed because it implies that there are no solutions in the
sense of Carathéodory.

Nonlinear version of the framework given above is previously
used for the investigation of well-posedness of bimodal systems
with nonlinear subsystems in [25].

3. Main results

We now present the main result of the paper.

Theorem 3.1. Consider the piecewise affine system Σ0 defined by
Eqs. (1) and (2). The system is well-posed if and only if the following
hold.

(1) The structure of A1 is such that aij = 0 if i = 3, 4, . . . , n
and j = 1, 2, . . . , i − 2, or equivalently the following holds

r=0 ker

cTAr

1


=
s

r=0 ker

cTAr

2


for s = 1, 2, . . . , n − 1.

(2) The entries of A1 which are below the diagonal are positive i.e.,
ai+1,i > 0 for i = 1, 2, . . . , n − 1.

(3) The relation between b1 and b2 is as follows.
a21 a22 · · · a2,n−1

0 a32
. . .

...
...

. . .
. . .

...
0 · · · 0 an,n−1


b22

...
b2n

 =

b12
...

b1n

 .

(4) The following equation hold for the entries of b1 and b2.

an,n−1an−1,n−2 . . . a21


b11 −

n−1
j=1

a1jb2,j+1



= b21 −

n−1
j=1

kjb2,j+1.

Note that items 3 and 4 of Theorem 3.1 give the algebraic
relations between the affine terms of modes, while items 1 and 2
impose a special structure on A1 as shown below.

A1 =


a11 a12 · · · a1,n−1 a1n
a21 a22 · · · a2,n−1 a2n

0 a32
. . .

...
...

...
. . .

. . .
...

...
0 · · · 0 an,n−1 ann

 (3)

If we partition both systemmatrices, their joint structure (induced
by well-posedness conditions) can be displayed as follows.

A1 =


yT1 a1n
A11 z1


, and A2 =


yT2 kn
I 0


, (4)
Fig. 1. Plane geometry when L1 ≠ L2 and M1 ≠ M2 .

where y1, y2, and z1 are in Rn−1 and A11 ∈ R(n−1)×(n−1) as defined
below.

A11 :=


a21 a22 · · · a2,n−1

0 a32
. . .

...
...

. . .
. . .

...
0 · · · 0 an,n−1

 , y1 :=


a11
a12
...

a1,n−1

 ,

z1 :=


a2n
...
...

ann

 , y2 :=


k1
k2
...

kn−1

 .

(5)

The proof of Theorem 3.1 is technical and it is given in the
Appendix. In the sequel, we first give an example to motivate the
proof of Theorem 3.1.

Example 3.2. Consider the following BPAS.

Ai =


ai bi ci
1 0 0
0 1 0


, i = 1, 2,

b1 =

 2
1

−3


, b2 =

 1
−2
2


, c =

0
0
1


where ai, bi and ci are arbitrary real numbers. Let us define the lines
L1 and L2 in H := ker cT as follows.

L1 =


x0 ∈ H | x0 =


γ1 3 0

T
, γ1 ∈ R


,

L2 =


x0 ∈ H | x0 =


γ1 −2 0

T
, γ1 ∈ R


,

where γ1 is an arbitrary real number (these lines are depicted
in Fig. 1). Note that if x0 ∈ L1 (x0 ∈ L2) then cT (A1x0 + b1) =

0

cT (A2x0 + b2) = 0


. Let x0 =


γ1 γ2 0

Tbe an arbitrary
initial condition in H . Note that if γ2 > 3, then it follows that the
first derivatives with respect to t of the solutions for both modes
are cT (A1x0 + b1) = γ2 − 3 > 0 and cT (A2x0 + b2) = γ2 + 2 >
0. Similarly, if γ2 < −2, then it follows that cT (A1x0 + b1) <
0 and cT (A2x0 + b2) < 0. Consequently, for each initial condition
x0 ∈ H where γ2 > 3 (γ2 < −2), there exists a unique forward
Carathéodory solution which smoothly continues in first mode
(secondmode). However, if−2 < γ2 < 3, then cT (A2x0 + b2) > 0
and cT (A1x0 + b1) < 0. This implies that there are no solutions
in the sense of Carathéodory. Hence, the lines L1 and L2 should be
the same in order to guarantee the existence of a unique forward
Carathéodory solution for each x0 ∈ H and x0 ∉ L1 (=L2).

Let us change b2 as b2 =

1 −2 −3

T so that L1 = L2 and
define H1 as follows.

H1 :=

x0 ∈ H | cT (A1x0 + b1) = cT (A2x0 + b2) = 0


,

=


x0 ∈ H | x0 =


γ1 3 0

T
.
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Fig. 2. Plane geometry for well-posed system.

Note that H1 divides H into two affine spaces (each with
dimension two) which can be described as follows.

H+

1 :=

x0 ∈ H | cT (A1x0 + b1) > 0 and cT (A2x0 + b2) > 0


,

H−

1 :=

x0 ∈ H | cT (A1x0 + b1) < 0 and cT (A2x0 + b2) < 0


.

Let us now consider the following lines, M1 ∈ H and M2 ∈

H , where cT

A2
1x0 + A1b1


= 0 and cT


A2
2x0 + A2b2


= 0,

respectively. These lines can be described as follows (depicted in
Fig. 1).

M1 =


x0 ∈ H | x0 =


−1 γ2 0

T
, γ2 ∈ R


,

M2 =


x0 ∈ H | x0 =


2 γ2 0

T
, γ2 ∈ R

where γ2 is an arbitrary real number. Note thatM1 andM2 intersect
H1 at γ2 = 3. Then, consider an initial condition x0 ∈ H defined
as x0 :=


γ1 3 0

T . Note that if γ1 > 2, then it follows that
the second derivatives of the trajectory are cT


A2
1x0 + A1b1


=

γ1 + 1 > 0 and cT

A2
2x0 + A2b2


= γ1 − 2 > 0. If γ1 < −1,

then we get cT

A2
1x0 + A1b1


< 0 and cT


A2
2x0 + A2b2


< 0.

Consequently, for each initial condition x0 ∈ H1 where γ1 >
2 (γ1 < −1), there exists a unique forward Carathéodory solution
which smoothly continues in first mode (second mode). However,
if −1 < γ1 < 2 (corresponds to the points in between M1 and
M2), then cT


A2
2x0 + A2b2


< 0 and cT


A2
1x0 + A1b1


> 0. This

implies that there are two solutions in the sense of Carathéodory.
One smoothly continues in S1 and the other smoothly continues in
S2. Therefore, the lines M1 and M2 should be the same in order to
guarantee the existence of unique forward Carathéodory solution
for each x0 ∈ H1 and x0 ∉ M1 (=M2).

Let us change b2 as b2 =

1 1 −3

T so that M1 = M2 and
define H2 as follows.

H2 :=

x0 ∈ H1 |cT


A2
1x0 + A1b1


= cT


A2
2x0 + A2b2


= 0


,

=


x0 ∈ H1 | x0 =


−1 3 0

T
.

Along the same lines, H2 divides H1 into two half lines (each with
dimension one) which can be described as follows.

H+

2 :=

x0 ∈ H1 | cT


A2
1x0 + A1b1


> 0 and

cT

A2
2x0 + A2b2


> 0


,

H−

2 :=

x0 ∈ H1 | cT


A2
1x0 + A1b1


< 0 and

cT

A2
2x0 + A2b2


< 0


.

Note that H2 is a single point (depicted in Fig. 2) and with new
b2 =


1 1 −3

T , the existence and uniqueness of solutions for

each x0 ∈ R3 is guaranteed, except for x∗

0 =

−1 3 0

T
= H2.

Note that the third derivative of cTx (t) at t = 0 where x (0) =

x∗

0 , is easily calculated as follows.

d3

dt3

cTx

|t=0 =


cTA3

1x
∗

0 + cTA2
1b1

cTA3
2x

∗

0 + cTA2
2b2


=


2 − a1 + 3b1
1 − a2 + 3b2


.

The equality 2 − a1 + 3b1 = 1 − a2 + 3b2 implies and implied
by A1x∗

0 + b1 = A2x∗

0 + b2. Consequently, these conditions are
necessary and sufficient for the existence of a unique forward
Carathéodory solution starting from x∗

0 .

Remark 3.3. Smooth continuation sets (S1, S2) are characterized
by lexicographic inequalities in [21,22]. These inequalities also
imply that the vector field of both modes have a certain structure
on H , but this structure is displayed implicitly for BPLS by
Theorems 4.1 and 4.2 in [21]. Theorem 4.2 of [21] gives the
necessary and sufficient conditions for well-posedness of BPLS.
For the case where


cT ,A1


and


cT ,A2


are observable, these

conditions reduce to the existence of a lower left triangular matrix
M with positive diagonal entries such that O1

n = MO2
n (Oi

k is the
observabilitymatrix given in Definition 2.1). It can be easily shown
(by setting b1 = b2 = 0 in the proof of Theorem 3.1) that this
condition is equivalent to first and second items of Theorem 3.1.
Thus, in our approach M arises naturally within the structure of
A1. Moreover, starting with only one of the modes in observable
canonical form, we arrive at a joint structure for a well-posed BPLS
given by Eqs. (5)–(7). This structure can be checked by simple
inspection and used for an explicit classification of well-posed
BPLS. We should point out here that this result was first proven for
BPLS inR3 in [8] and itwas noted that these results can be extended
to bimodal systems in Rn.

Our main result, extends this result to well-posed BPAS and
yields a joint structure for the triples


cT ,A1, b1


and


cT ,A2, b2


which can also be checked by simple inspection and used for
classification of well-posed BPAS. Finally, we should also remark
here that our main result can be easily extended to the case
of unobservable subsystems, if the observability indices of both
modes are equal. In this case, the joint structure of


cT ,A1, b1


and

cT ,A2, b2

given in our main result holds for the observable parts

of the subsystems. For the unobservable part, A1x = A2x for any
x ∈ kerO1

n , as given in the Theorem 4.2 of [21].

Remark 3.4. Feedback well-posedness of BPAS is considered
in [22]. The conditions given in [22] should reduce to the conditions
given in our main result if the feedback terms are removed.
However, since the setup in [22] is based on feedback terms (which
involves controllability indices), such an equivalence is not readily
obvious.

Remark 3.5. Theorem 3.1 of Thuan and Çamlıbel [23] provides
sufficient conditions for a Filippov solution to be right unique
and for each Filippov solution to be both forward and backward
Carathéodory solution. (The definitions of Filippov solutions,
backward Carathéodory solutions and Zeno Behavior are given
in [18,23].) For the case where both the pairs


cT ,A1


and


cT ,A2


are observable the Statement 5 of Theorem 3.1 in [23] can be
written as follows
O1

n+1


= M


O2

n+1


,


f

O1
nb1


= M


f

O2
nb2


,

where M is a lower left triangular matrix with positive diagonal
entries, Oi

k’s are as defined by Definition 2.1, and f is a real scalar
such that for cTx+f ≥ 0 the firstmode is active and for cTx+f ≤ 0
the second mode is active. Similarly, Statement 6 of Theorem 3.1
in [23] can be written as follows.
O1

n+1


x0 +


f

O1
nb1


= 0 H⇒ A1x0 + b1 = A2x0 + b2.

Since f = 0 in our setup, it can be easily shown that first equation
in Statement 5 of Theorem 3.1 in [23] and positivity of the diagonal
entries ofM are equivalent to the first two items of ourmain result.
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Moreover, the second equation in Statement 5 of Theorem 3.1
in [23] is equivalent to Item 3 of ourmain result. Finally, Statement
6 of Theorem 3.1 in [23] is equivalent to Item 4 of our main result.

On the other hand, Implications C and D of Theorem 3.1 in [23]
states that the conditions given above are sufficient conditions
for every Filippov solution to be both forward and backward
Carathéodory solution and every Filippov solution to be right
unique, respectively. Consequently, in view of the results given
in [23], our main result (Theorem 3.1) implies that Filippov
solutions are right unique and they are both forward and backward
Carathéodory solutions.

Remark 3.6. If Σ0 is well-posed, then it is clear, by Example 3.2
and the proof of Theorem3.1, that there exist affine spacesHk, k =

1, 2, . . . , n − 1, each with dimension n − k − 1, such that Hn−1 ⊂

Hn−2 ⊂ · · · ⊂ H1 ⊂ H and

Hk :=

x0 ∈ Hk−1| cTAk−1

1 (A1x0 + b1)

= cTAk−1
2 (A2x0 + b2) = 0


.

Furthermore, Hk divides Hk−1 into two affine spaces H+

k and
H−

k defined as follows.

H+

k :=

x0 ∈ Hk−1 | cTAk−1

1 (A1x0 + b1) > 0 and
cTAk−1

2 (A2x0 + b2) > 0

,

H−

k :=

x0 ∈ Hk−1 | cTAk−1

1 (A1x0 + b1) < 0 and
cTAk−1

2 (A2x0 + b2) < 0

.

Note that if x0 ∈ H+

1


H−

1


, then the solutions ofΣ0 can only arrive

at x0 from H−

H+


and continue in H+


H−


. These solutions

are both forward and backward Carathéodory solutions and x0 is a
switching point (any trajectory that arrives at x0 changes mode).
However, if x0 ∈ H+

2


H−

2


this is not necessarily true. In order to

show the difference, suppose that x0 ∈ H−

2 and x (t) is a solution
which starts from H+ and continues in H+ until t = t1 and
x (t1) = x0. Then, since the first derivative of cTx (t) is zero and
the second derivative is negative at t = t1, it follows that cTx (t)
has a local maximum at t = t1 and cTx (t) = 0. But, any small
neighborhood of cTx (t1) contains cTx (t) > 0 for t < t1. This
contradicts the fact that cTx (t1) is a local maximum. Hence, the
solutions of Σ0 cannot arrive at x0 ∈ H−

2 from H+. Using similar
reasoning with local minimums, it can be easily shown that the
solutions of Σ0 cannot arrive at x0 ∈ H+

2 from H−. On the other
hand, there exist solutions x (t) ofΣ0 which starts from the second
mode and continues in H− until t = t1 and x (t1) = x0. Again
cTx (t) has a localmaximumat t = t1. But, since the first derivative
of cTx (t) is zero and the second derivative of cTx (t) is negative,
x (t) will go back to H− and will not change mode.

We can summarize the observation given above as follows. If
x0 ∈ H−

2


H+

2


, then the solutions of Σ0 can only arrive at x0

from H−

H+


and do not switch mode at x0. In each case, the

solutions are both forward and backward Carathéodory solutions.
Since forward (backward) Carathéodory solutions rule out left
(right) Zeno behavior as noted in [18], it follows that well-posed
BPAS considered in this work do not exhibit Zeno behavior.

It is clear from the development given above that the conditions
of well-posedness require sign equalities for the derivatives of
solutions for both modes on the hyperplane H . On the other hand,
the points on H where the derivatives of solutions for both modes
are equal to the zero vector are equilibrium points of BPAS. At
this stage, it is natural to look for the connections between the
conditions of well-posedness and the equilibrium points of BPAS.
Towards this end, suppose that A1 and A2 are nonsingular. Let
b̂T
i :=


bi2 bi3 ·· ·· bin


for i = 1, 2. Then, the last item of

Theorem 3.1 can be written as follows.

det (A11)

b11 − yT1A

−1
11 b̂1


= b21 − yT2 b̂2, (6)

where y2 is as defined in Eq. (5). As demonstrated in Example 3.2

this equality implies the existence of a point x∗

0 :=


b̂T
i 0
T

in
H ∩ S1 ∩ S2. The existence of such a point(which may be the
equilibrium point of BPAS) was pointed out in Remark 2.7. In what
follows, we give the conditions under which x∗

0 is the equilibrium
point of BPAS (item 5 of Corollary 3.2) and also state the relations
between the equilibrium points of the individual subsystems and
equilibrium points of BPAS (items 1–4 of Corollary 3.2). Note that
using the partitions of system matrices given in Eqs. (4) and (5)
and the fact that A−1

11 b̂1 = b̂2 by item 3 of Theorem 3.1, it is easy to
show that

− A−1
1 b1 =


1
γ
A−1
11 z1b11 − A−1

11 b̂1 −
1
γ
A−1
11 z1y

T
1A

−1
11 b̂1

−1
γ


b11 − yT1A

−1
11 b̂1




=


1
γ
A−1
11 z1


b11 − yT1 b̂2


− b̂2

−1
γ


b11 − yT1 b̂2


 , (7)

where γ = a1n − yT1A
−1
11 z1 ∈ R. Similarly, we also have

− A−1
2 b2 =

 −b̂2
−1
kn


b21 − yT2 b̂2

 . (8)

In view of the above development, we now state and prove the
following result.

Corollary 3.2. Suppose that A1 and A2 are nonsingular for a well-
posed BPAS as defined by Eqs. (2)–(5). Then, the following hold.

1. If γ kn > 0 and −1
γ


b11 − yT1 b̂2


> 0, then x0 = −A−1

1 b1 is the
unique equilibrium point of Σ0.

2. If γ kn > 0 and −1
γ


b11 − yT1 b̂2


< 0, then x0 = −A−1

2 b2 is the
unique equilibrium point of Σ0.

3. If γ kn < 0 and −1
γ


b11 − yT1 b̂2


> 0, then there are two

equilibriumpoints

−A−1

1 b1 and − A−1
2 b2


of Σ0; one inH+ and

one in H−.
4. If γ kn < 0 and −1

γ


b11 − yT1 b̂2


< 0, then there are no equilib-

rium points of Σ0.
5. If b21 − yT2 b̂2 = b11 − yT1 b̂2 = 0, then


−b̂T

2 0
T

is the unique
equilibrium point of Σ0.

Proof. Recall that det (A11) > 0. Sinceγ kn > 0, thenγ and kn have
the same sign and are different from zero. If −1

γ


b11 − yT1 b̂2


> 0,

then by Eqs. (6) and (8) it follows that −1
kn


b21 − yT2 b̂2


> 0.

This implies that at x0 = −A−1
1 b1, we get A1x0 + b1 = 0

and cTx0 > 0 (only the first mode is active). Thus, −A−1
1 b1 is the

unique equilibrium point of Σ0.
Similarly, if −1

γ


b11 − yT1 b̂2


< 0, then −1

kn


b21 − yT2 b̂2


< 0.

Then at x0 = −A−1
2 b2, we get A2x0 + b2 = 0 and cTx0 <

0 (only the second mode is active). Thus, −A−1
2 b2 is the unique

equilibrium point of Σ0.
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If γ kn < 0, then γ and kn have the different signs and are
different from zero. In this case, if −1

γ


b11 − yT1 b̂2


> 0, it follows

that −1
kn


b21 − yT2 b̂2


< 0. Then, at x0 = −A−1

1 b1, we get A1x0 +

b1 = 0 and cTx0 > 0. Similarly, at x0 = −A−1
2 b2, we get A2x0 +

b2 = 0 and cTx0 < 0. Consequently, there are two equilibrium
points


−A−1

1 b1 and − A−1
2 b2


of Σ0; one in H+ and one in H−.

On the other hand, if −1
γ


b11 − yT1 b̂2


< 0, then −1

kn


b21 −

yT2 b̂2


> 0. Then, at x0 = −A−1

1 b1, we get A1x0 + b1 = 0 and

cTx0 < 0 where the first mode is not allowed to be active. Simi-
larly, at x0 = −A−1

2 b2, we get A2x0 + b2 = 0 and cTx0 > 0 where
the second mode is not allowed to be active. Consequently, there
are no equilibrium points of Σ0.

Finally, if

b21 − yT2 b̂2


= det (A11)


b11 − yT1A

−1
11 b̂1


= 0,

then Eqs. (5) and (6) imply that−A−1
2 b2 = −A−1

1 b1 =

−b̂T

2 0
T
.

Let x0 =

−b̂T

2 0
T
. Then, it follows thatA1x0+b1 = A2x0+b2 =

0. Consequently,

−b̂T

2 0
T
isthe unique equilibrium point of

Σ0. �

4. Conclusions and future work

In this paper, well-posedness conditions (in the sense of
forward Carathéodory solutions) of BPAS in Rn, where the vector
field is not necessarily continuous on the switching hyperplane H ,
are investigated. It is shown that these conditions reduce to a set
of algebraic equations and inequalities involving the subsystem
matrices and affine terms. This yields a joint structure for well-
posed BPAS triples


cT ,A1, b1


and


cT ,A2, b2


which can be

checked by simple inspection. Furthermore, it is also demonstrated
that well-posedness conditions for BPAS reduce to well-posedness
conditions for BPLS, if b1 = b2 = 0. Thus, the results given
in this work can be used for characterization of well-posed BPLS
and BPAS with discontinuous vector fields. Finally, the conditions
under which well-posed BPAS have one, or two or no equilibrium
points are given.

The next step along this direction could be to investigate well-
posedness conditions for multi-modal systems. Towards this end,
conewise linear systems, which are investigated in [15] under the
assumption that the vector field is continuous, can be considered.
When the vector field is continuous, well-posedness is resolved.
If we relax this assumption and allow the vector field to be
discontinuous, the assessment of the conditions of well-posedness
of conewise linear systems could be an interesting problem.
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Appendix

Proof of Theorem 3.1. Since only one of the modes is active for
the initial conditions in H−


H+


, there exist unique forward

Carathéodory solutions which smoothly continue in H−

H+


.

Therefore, in the proof, we only consider initial conditions in H .
Let

x(0) := x0 =

γ1 γ2 ·· ·· γn−2 γn−1 0

T
∈ ker cT

where γ1, γ2, . . . , γn−1 are arbitrary real numbers. Calculating the
derivatives of cTx(t) at t = 0 for both modes, we get

d
dt


cTx

|t=0 =


cT (A1x0 + b1)

cT (A2x0 + b2)


=


an1γ1 + an2γ2 + · · · + an,n−2γn−2 + an,n−1γn−1 + b1n

γn−1 + b2n


.

Let us fix γn−1 so that γn−1 + b2n = 0. Note that the sign of an1γ1 +

an2γ2+· · ·+an,n−2γn−2+an,n−1γn−1+b1n canbe changed arbitrarily
by appropriate choice of the real numbers γ1, γ2, . . . , γn−2. This
contradicts well-posedness. Thus, it is necessary that an1 =

an2 = · · · = an,n−2 = 0 or equivalently ker cT ∩ ker cTA1 ⊂

ker cT ∩ ker cTA2. Since both modes are observable, it follows that
dim


ker cT ∩ ker cTA1


= dim


ker cT ∩ ker cTA2


which implies

that ker cT ∩ ker cTA1 = ker cT ∩ ker cTA2. Then, the derivatives of
cTx(t) at t = 0 for both modes are given as follows.

d
dt


cTx

|t=0 =


cT (A1x0 + b1)

cT (A2x0 + b2)


=


an,n−1γn−1 + b1n

γn−1 + b2n


.

Note that an,n−1 ≠ 0, because this contradicts observability.
On the other hand, if an,n−1 < 0, then we can choose γn−1 >

max
 b1n

an,n−1

 , |b2n| so that an,n−1γn−1 + b1n < 0 and γn−1 +

b2n > 0 which implies that there are no solutions in the sense of
Carathéodory. Thus, it is necessary that an,n−1 > 0. In this case
an,n−1γn−1 + b1n and γn−1 + b2n must have the same sign for all
real numbers γn−1 in order to guarantee well-posedness. Consider
the following sets in H .

H11 :=


x0 ∈ H | x0

=


γ1 γ2 ·· ·· γn−2 γn−1 −

b1n
an,n−1

0
T

,

H21 :=


x0 ∈ H | x0

=

γ1 γ2 ·· ·· γn−2 γn−1 − b2n 0

T
,

where γ1, γ2, . . . , γn−1 are arbitrary real numbers. If γn−1 = 0,
then H11 and H21 are affine spaces (of dimension n − 2) which
describe the set of initial conditions where d

dt


cTx

|t=0 = 0 for

bothmodes. If these affine spaces are not equal, thenwe have three
alternatives.

1. If γn−1 is chosen so that γn−1 > max

−b2n, −

b1n
an,n−1


, then

d
dt


cTx

|t=0 > 0 for both modes and there is a unique forward

Carathéodory solution which smoothly continues in the first
mode.

2. If γn−1 is chosen so that γn−1 < min

−b2n, −

b1n
an,n−1


, then

d
dt


cTx

|t=0 < 0 for both modes and there is a unique forward

Carathéodory solution which smoothly continues in the second
mode.

3. If γn−1 is chosen so that min

−b2n, −

b1n
an,n−1


< γn−1 <

max

−b2n, −

b1n
an,n−1


, then the sign of d

dt


cTx

|t=0 is different

for eachmode. If an,n−1γn−1 +b1n > 0 and γn−1 +b2n < 0, then
there are two solutions which smoothly continue in separate
modes. If an,n−1γn−1 + b1n < 0 and γn−1 + b2n > 0, then there
are no solutions in the sense of Carathéodory.
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Consequently, it is necessary that an,n−1b2n = b1n or equiva-
lently H11 = H21. Let H1 be an affine space (of dimension n − 2)
defined as H1 := H11 = H21. Then, we have

H1 :=


x0 ∈ H | x0 =


γ1 γ2 ·· ·· γn−2 −

b1n
an,n−1

0
T

,

=

x0 ∈ H | cT (A1x0 + b1) = cT (A2x0 + b2) = 0


.

Consequently, the conditions

an1 = an2 = · · · = an,n−2 = 0,
an,n−1b2n = b1n and an,n−1 > 0

(9)

are necessary for the existence of a unique forward Carathéodory
solution for each x0 ∈ H , except for x0 ∈ H1.

Conversely, suppose that the conditions given in (9) hold. Then,
H1(= H11 = H21) divides H into two affine spaces H+

1 and H−

1
defined as follows.

H+

1 :=

x0 ∈ H | cT (A1x0 + b1) > 0 and cT (A2x0 + b2) > 0


,

H−

1 :=

x0 ∈ H | cT (A1x0 + b1) < 0 and cT (A2x0 + b2) < 0


.

Thus, for each initial condition x0 ∈ H+

1


H−

1


there exists a

unique forward Carathéodory solution which smoothly continues
in the first (second) mode. Consequently, the conditions given in
(9) are both necessary and sufficient conditions for the existence
of a unique forward Carathéodory solution for each x0 ∈ H , ex-
cept for x0 ∈ H1. Note further that H+

1 ⊂ S1 and H−

1 ⊂ S2.
It is clear that for any initial condition in H1 we have to check

the sign of the second derivative. Towards this end, let x0 =
γ1 γ2 ·· ·· γn−2 −b2n 0

T
∈ H1. In this case,we have

d2

dt2

cTx

|t=0 =


cTA1 (A1x0 + b1)

cTA2

A2x0 + cTA2b2


=


cTA1 (A1x0 + b1)

γn−2 + b2,n−1


.

Recall that cTA1 =

0 0 ·· 0 an,n−1 ann

T . Let ei be a vec-
tor with all entries equal to zero except for the ith entry which is
equal to one. Then, A1x0 + b1 can be written as follows.

A1x0 + b1

=

eT1A1x0 + b11 eT2A1x0 + b12 ·· ·· eTn−1A1x0 + b1,n−1 −b1n + b1n

T
=

eT1A1x0 + b11 eT2A1x0 + b12 ·· ·· eTn−1A1x0 + b1,n−1 0

T
.

This implies that

cTA1 (A1x0 + b1)

= an,n−1

an−1,1γ1 + · · · + an−1,n−2γn−2 − an−1,n−1b2,n + b1,n−1


.

Let us fix γn−2 such that γn−2 +b2,n−1 = 0. Then, as in the previous
case, the sign of cTA1 (A1x0 + b1) can be changed arbitrarily by a
suitable choice of γn−1,1, γn−1,2, . . . , γn−1,n−3. Then, there will be
cases where there are no solutions in the sense of Carathéodory.
Hence, it is necessary that an−1,1 = an−1,2 = · · · = an−1,n−3 = 0
or equivalently

ker cT ∩ ker cTA2 ∩ ker cTA2
2 = ker cT ∩ ker cTA1 ∩ ker cTA2

1.

Then, the second derivative can be calculated as follows.

d2

dt2

cTx

|t=0 =


cTA1 (A1x0 + b1)

cTA2 (A2x0 + b2)


=


an,n−1


an−1,n−2γn−2 + b1,n−1 − an−1,n−1b2n


γn−2 + b2,n−1


.

Note that an−1,n−2 ≠ 0, because this contradicts observability.
Also note that if an−1,n−2 < 0, then we can choose γn−2 >
max
 b1,n−1−an−1,n−1b2n

an−1,n−2

 , |b2n| so that an−1,n−2γn−2 + b1,n−1 −

an−1,n−1b2n < 0 and γn−1 + b2n > 0 which implies that there are
no solutions in the sense of Carathéodory. Thus, it is also necessary
that an−1,n−2 > 0. Let us now consider the following sets.

H12 :=


x0 ∈ H1| x0

=


γ1 γ2 ·· ·· γn−3 γn−2 −

b1,n−1 − an−1,n−1b2n
an−1,n−2

−
b1n

an,n−1
0
T

,

H22 := {x0 ∈ H1| x0

=

γ1 γ2 ·· ·· γn−3 γn−2 − b2,n−1 −b2n 0

T
,

where γ1, γ2, . . . , γn−2 are arbitrary real numbers. Note that if
γn−2 = 0, thenH12 andH22 are affine spaces inH1 which describe
the set of initial conditions where d

dt


cTx

|t=0 =

d2

dt2

cTx

|t=0 =

0, for both modes. If these affine spaces are not equal, then since
an,n−1 > 0, we have three alternatives.

1. If γn−2 is chosen so that
γn−2 > max


−b2,n−1, −

b1,n−1−an−1,n−1b2n
an−1,n−2


, then d2

dt2

cTx

|t=0

> 0 for bothmodes and there is a unique forward Carathéodory
solution which smoothly continues in the first mode.

2. If γn−2 is chosen so that
γn−2 < min


−b2,n−1, −

b1,n−1−an−1,n−1b2n
an−1,n−2


, then d2

dt2

cTx

|t=0

< 0 for bothmodes and there is a unique forward Carathéodory
solution which smoothly continues in the second mode.

3. If γn−2 is chosen so that min

−b2,n−1, −

b1,n−1−an−1,n−1b2n
an−1,n−2


<

γn−2 < max

−b2,n−1, −

b1,n−1−an−1,n−1b2n
an−1,n−2


, then the sign of

d2

dt2

cTx

|t=0 is different for each mode. Then, either there are

two solutions, (one for each mode) or there are no solutions
in the sense of Carathéodory. Consequently, it is necessary that
b2,n−1 =

b1,n−1−an−1,n−1b2n
an−1,n−2

or equivalently H12 = H22. Let H2

be an affine space (of dimension n−3) defined asH2 := H12 =

H22. Then, we get

H2 =

x0 ∈ H1 | cTA1 (A1x0 + b1) = cTA2 (A2x0 + b2) = 0


,

=


x0 ∈ H1 | x0

=

γ1 γ2 ·· ·· γn−3 −b2,n−1 −b2n 0

T
,

then the conditions

an−1,1 = an−1,2 = · · · = an−1,n−3 = 0, an−1,n−2 > 0,

and b2,n−1 =
b1,n−1 − an−1,n−1b2n

an−1,n−2

(10)

are necessary for the existence of a unique forwardCarathéodory
solution for each x0 ∈ H1, except for x0 ∈ H2.

Conversely, if the conditions given in (10) hold, thenH2 divides
H1 into two affine spaces H+

2 and H−

2 defined as follows.

H+

2 :=

x0 ∈ H1| cTA1 (A1x0 + b1) > 0

and cTA2 (A2x0 + b2) > 0

,

H−

2 :=

x0 ∈ H1| cTA1 (A1x0 + b1) < 0

and cTA2 (A2x0 + b2) < 0

.

Therefore, for each initial condition x0 ∈ H+

2


H−

2


there exists

unique forward Carathé odory solution which smoothly contin-
ues in the first (second) mode. Consequently, the conditions given
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above in expression (10) are both necessary and sufficient condi-
tions for the existence of a unique forward Carathéodory solution
for each x0 ∈ H1, except for x0 ∈ H2. Note further that H+

2 ⊂ S1

and H−

2 ⊂ S2.
Also note that the relation between b2n, b2,n−1 and b1n, b1,n−1

can be written compactly as follows.
an−1,n−2 an−1,n−1

0 an,n−1

 
b2,n−1
b2n


=


b1,n−1
b1n


.

Furthermore, we have

cTA1 =

0 ·· 0 an,n−1 ann


,

cTA2
1 =


0 ·· 0 an,n−1an−1,n−2 × ×


where × denotes entries which are not calculated explicitly.

For the rest of the proof, we usemathematical induction, which
essentially follows similar lines as above. Towards this end, sup-
pose that

s
r=0 ker c

TAr
1 =

s
r=0 ker c

TAr
2 for s = 1, 2, . . . , k <

n − 2, or equivalently an−i+1,j = 0 for i = 1, 2, . . . , k and
j = 1, 2, . . . , n − i − 1, hold. Also suppose that an−i+1,n−i > 0
for i = 1, 2, . . . , k and

an−k+1,n−k an−k+1,n−k+1 · · · an−k+1,n−1

0 an−k+2,n−k+1
. . . an−k+2,n−1

...
. . .

. . .
...

0 · · · 0 an,n−1



b2,n−k+1
b2,n−k+2

...
b2,n−1
b2n



=


b1,n−k+1
b1,n−k+2

...
b1,n−1
b1n

 . (11)

Also let

cTAk
1 =


0 ·· 0 an,n−1an−1,n−2 . . . an−k+1,n−k × ·· ×


.

Note that the preceding statements hold for k = 1, 2. Let x0 ∈ Hk
be an initial condition given as follows.

x0 =

γ1 γ2 ·· γn−k−1 −b2,n−k+1 · · · −b2n 0

T
, (12)

where Hk is an affine space of dimension n− k− 1. Then, for each
x0 ∈ Hk, the derivatives of the trajectories are zero up to order k
for bothmodes andHk ⊂ Hk−1 ⊂ · · · ⊂ H2 ⊂ H1. Let us consider
(k + 1)th derivative.

dk+1

dtk+1


cTx

|t=0 =


cTAk

1 (A1x0 + b1)

cTAk
2 (A2x0 + b2)


=


cTAk

1 (A1x0 + b1)
γn−k−1 + b2,n−k


.

Then, using Eqs. (11) and (12), A1x0 +b1 can be written as in Box I.
This implies that

cTAk
1 (A1x0 + b1) = an,n−1an−1,n−2 . . . an−k+1,n−k[an−k,1γ1

+ · · · + an−k,n−k−1γn−k−1 + b1,n−k − an−k,n−kb2,n−k+1

− · · · − an−k,n−1b2n].

Let us fix γn−k−1 such that γn−k−1 + b2,n−k = 0. Then, as in
the previous cases, the sign of b2,n−k is fixed and the sign of
cTAk

1 (A1x0 + b1) can be changed arbitrarily by an appropriate
choice of γ1, γ2, . . . , γn−k−2. Hence, it is necessary that an−k,1 =

an−k,2 = · · · = an−k,n−k−2 = 0 or equivalently
k+1

r=0 ker c
TAr

1 =k+1
r=0 ker c

TAr
2. Then, (k + 1)th derivative can be calculated as in

Box II.
Note that an−k,n−k−1 ≠ 0, because this contradicts observabil-
ity. Furthermore, if an−k,n−k−1 < 0, then we can choose γn−k−1 >

max
 b1,n−k−an−k,n−kb2,n−k+1−···−an−k,n−1b2n

an−k,n−k−1

 , b2,n−k
 so that

an−k,n−k−1γn−k−1 + b1,n−k − an−k,n−kb2,n−k+1

− · · · − an−k,n−1b2n


< 0

and γn−k−1 + b2,n−k > 0, which implies that there are no solutions
in the sense of Carathéodory. Thus, it is necessary that an−k,n−k−1 >
0, which implies that an,n−1an−1,n−2 . . . an−k,n−k−1 > 0. Note that
an−k,n−k−1γn−k−1 + b1,n−k − an−k,n−kb1,n−k+1

− · · · − an−k,n−1b1n


and γn−k−1 + b2,n−1 must have same sign for the existence
of a unique forward Carathéodory solution starting from x0.
Let us now consider the following sets of equations in Box III,
where γ1, γ2, . . . , γn−k−1 are arbitrary real numbers. Note that
if γn−k−1 = 0, then H1,k+1 and H2,k+1 are affine spaces in Hk

which describe the set of initial conditions where d
dt


cTx

|t=0 =

d2

dt2

cTx

|t=0 = · · · =

dk+1

dtk+1


cTx

|t=0 = 0, for first and second

modes, respectively. If these affine spaces are not equal, then we
have three alternatives.

1. If γn−k−1 is chosen so that
γn−k−1 > max


−b2,n−k, −

b1,n−k−an−k,n−kb2,n−k+1−···−an−k,n−1b2n
an−k,n−k−1


,

then dk+1

dtk+1


cTx

|t=0 > 0 for both modes and there is a unique

forward Carathéodory solution which smoothly continues in
the first mode.

2. If γn−k−1 is chosen so that
γn−k−1 < min


−b2,n−k, −

b1,n−k−an−k,n−kb2,n−k+1−···−an−k,n−1b2n
an−k,n−k−1


,

then dk+1

dtk+1


cTx

|t=0 < 0 for both modes and there is a unique

forward Carathéodory solution which smoothly continues in
the second mode.

3. If γn−k−1 is chosen so that

min

−b2,n−k, −

b1,n−k − an−k,n−kb2,n−k+1 − · · · − an−k,n−1b2n
an−k,n−k−1


< γn−k−1

< max

−b2,n−k, −

b1,n−k − an−k,n−kb2,n−k+1 − · · · − an−k,n−1b2n
an−k,n−k−1


,

then the sign of dk+1

dtk+1


cTx

|t=0 is different for eachmode. Then,

either there are two solutions, (one in each mode) or there are
no solutions in the sense of Carathéodory. Consequently, it is
necessary that b2,n−k =

b1,n−k−an−k,n−kb2,n−k+1−···−an−k,n−1b2n
an−k,n−k−1

or
equivalently H1,k+1 = H2,k+1. Let Hk+1 be an affine space (of
dimension n − k − 2) defined as Hk+1 := H1,k+1 = H2,k+1.
Then, we have given equations in Box IV.

Furthermore, the equation above also implies that b1,n−k =

an−k,n−k−1b2,n−k + an−k,n−kb2,n−k+1 + · · · + an−k,n−1b2n. There-
fore, the conditions

k+1
r=0

ker cTAr
1 =

k+1
r=0

ker cTAr
2, an−k,n−k−1 > 0 and (13)

b1,n−k = an−k,n−k−1b2,n−k + an−k,n−kb2,n−k+1
+ · · · + an−k,n−1b2n.

are necessary for the existence of a unique forwardCarathéodory
solution for each x0 ∈ Hk, except x0 ∈ Hk+1.

Conversely, if the conditions given in expression (13) hold, then
Hk+1 dividesHk into two affine spacesH+

k+1 andH−

k+1 given as fol-
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A1x0 + b1 =

eT1A1x0 + b11 ·· eTn−k−1A1x0 + b1,n−k −b1,n−k+1 + b1,n−k+1 ·· −b1n + b1n

T
=

eT1A1x0 + b11 ·· eTn−k−1A1x0 + b1,n−k 0 ·· 0

T
.

Box I.
dk+1

dtk+1


cTx

|t=0 =


cTAk

1 (A1x0 + b1)

cTAk
2 (A2x0 + b2)


=


an,n−1an−1,n−2 · · an−k+1,n−k


an−k,n−k−1γn−k−1 + b1,n−k − an−k,n−kb2,n−k+1 − · · −an−k,n−1b2n


γn−k−1 + b2,n−k


.

Box II.
H1,k+1 :=


x0 ∈ Hk| x0 =


γ1 γ2 ·· γn−k−2 γn−k−1 −

b1,n−k − an−k,n−kb2,n−k+1 − · · −an−k,n−1b2n
an−k,n−k−1

··
−b1n
an,n−1

0
T

,

H2,k+1 :=


x0 ∈ Hk| x0 =


γ1 γ2 · · · γn−k−2 γn−k−1 − b2,n−k ·· −b2n 0

T
,

Box III.
Hk+1 =

x0 ∈ Hk | cTAk

1 (A1x0 + b1) = cTAk
2 (A2x0 + b2) = 0


,

=


x0 ∈ Hk | x0 =


γ1 γ2 ·· γn−k−2 −

b1,n−k − an−k,n−kb2,n−k+1 − · · · − an−k,n−1b2n
an−k,n−k−1

·· −
b1n

an,n−1
0
T

.

Box IV.
lows.

H+

k+1 :=

x0 ∈ Hk | cTAk

1 (A1x0 + b1) > 0 and
cTAk

2 (A2x0 + b2) > 0

,

H−

k+1 :=

x0 ∈ Hk | cTAk

1 (A1x0 + b1) < 0 and
cTAk

2 (A2x0 + b2) < 0

.

This implies that there exists a unique forward Carathéodory solu-
tion for each x0 ∈ Hk, except x0 ∈ Hk+1. Thus, the conditions given
in expression (13) are both necessary and sufficient for the exis-
tence of a unique forward Carathéodory solution for each x0 ∈ Hk,
except x0 ∈ Hk+1. Then, by induction it follows that items 1, 2
and 3 of Theorem 3.1 are necessary and sufficient for the existence
of a unique forward Carathéodory solution for each x0 ∈ Rn, ex-
cept for Hn−1. Note further that H+

i ⊂ S1 and H−

i ⊂ S2 for
i = 1, 2, . . . , n−1.Moreover,Hn−1 has zero dimension or consists
of a single point x∗

0 =

−b22 −b23 · · · −b2,n−1 −b2n 0

T .
Recall that for this initial condition, all the derivatives up to order
n − 1 are zero for both modes. Calculating the nth derivative of
cTx

for both modes at t = 0, we get

dn

dtn

cTx

|t=0 =


cTAn−1

1


A1x∗

0 + b1


cTAn−1
2


A2x∗

0 + b2


=


an,n−1an−1,n−2 . . . a21


b11 − a11b22 − · · · − a1,n−1b2n


b21 −

n−1
j=1

kjb2,j+1

 .

Note that cTAk−1
i


Aix∗

0 + bi


= 0 for i = 1, 2 and k = 1, 2, . . . , n−
1. Therefore, if

an,n−1an−1,n−2 . . . a21

b11 − a11b22 − · · · − a1,n−1b2n


= b21 −

n−1
j=1

kjb2,j+1 (14)
then, since both modes are observable, it follows that

A1x∗

0 + b1


=

A2x∗

0 + b2

. This means that the solutions for both modes are

the same. Conversely, if the solutions for bothmodes are the same,
then


A1x∗

0 + b1


=

A2x∗

0 + b2

which implies that Eq. (14) holds.

Consequently, for any x∗

0 ∈ S1 ∩S2 solutions in bothmodes are the
same and this concludes the proof. �
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