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                       ABSTRACT 

 

RANDOM COMMUNICATION SYSTEMS BASED ON ALPHA-STABLE 

PROCESSES 

 

This thesis presents alpha-stable carrier based random communication systems 

(RCSs) as an alternate way to perform covert transmission. The first objective is to 

develop an optimized model of RCS which consists of a receiver that requires less 

computational complexity and outperforms the previously proposed receivers. Next, in 

order to solve the existing synchronization issue in RCSs, the general behavior of 

fractional lower-order covariance method in α-stable noise environments has been 

evaluated to establish synchronization in RCSs. An optimized range of values for the 

associated parameters of α-stable carrier has also been presented to optimize the 

proposed synchronization method. 

The second objective is to establish criteria for evaluating and quantifying the 

security and covertness of RCSs. Therefore, the first security performance tradeoff 

characteristics (SPTC) have been proposed to compare the security of different RCSs. 

Moreover, the proposed optimized model of RCS has also been analyzed with respect to 

the developed security scale, i.e. SPTC. Secondly, the criterion to quantify the 

covertness of RCSs has also been developed to analyze the proposed RCS. Thirdly, an 

attack for RCS has also been proposed which highlights the potential vulnerabilities of 

RCSs. However, the counter-measure guidelines have been prescribed to further 

enhance the security of RCSs.  

An inverse system approach has been adopted to propose α-stable noise driven 

linear time invariant system based transmitter and its corresponding inverse system 

based receiver as a third objective. It can be considered as the most secure model for α-

stable noise carrier based RCS till now.  
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             ÖZET 

 

ALFA-KARARLI SÜREÜÇLER TABANLI RASSAL HABERLEŞME 

SİSTEMİ  

 

Bu tez güvenli kablosuz haberleşme sistemlerine alternatif olacak alfa kararlı (α- 

kararlı)taşıyıcı tabanlı rassal haberleşme (RCS) sistemi sunmaktadır.Bu nedenle ilk 

hedef daha önce sunulmuş alıcılara göre bit hata oranını (BER) daha iyileştirecek daha 

az hesapsal karmaşıklık gerektiren etkin bir alıcı içeren optimal bir (RCS) 

geliştirmektir. Daha sonra RCS sistemlerinde daha önce ele alınmamış senkronizasyon  

problemini çözümlemek için alfa-kararlı ortamlar için geliştirilmiş. Kesirli düşüķ-

mertebeli kovaryans metodu literatürdeki ilk senkonize RCS (SRCS)’i sunmak üzere 

kullanılmıştır.Daha sonra bu sunulan SRCS’nin BER performansını arttırmak amacıyla 

alfa-kararlı gürültü taşıyıcının parametrelerinin en uygun değerleri hesaplanmıştır.  

İkinci hedef de RCS'nin güvenilirliğini ve gizliliğini nitelendirip 

değerlendirecek kriterler geliştirmek olmuştur. Bu nedenle ilk önce literatürde varolan 

diğer RCS modellerinin güvenlikleriyle BER performanslarını karşılaştırmak için 

Güvenlik Performans Tercih Karakteristikleri (STPC) sunulmuştur. Sunulan optimize 

edilmiş RCS bu geliştirilen güvenlik ölçüsü (STPC)ne göre analiz edilmiş ve literatürde 

varolan tasarımlara göre daha güvenli olduğu gösterilmiştir. Ikinci aşama olarak 

RCS’nin güvenilirliğini nitelendirmek için bir kriter geliştirilmiş ve sunulan optimize 

edilmiş RCS “istenmeyen dinleyici”açısından incelenmiştir. Üçüncü aşamada RCS’nin 

olası kırılganlığını sınamak için istenmeyen dinleyicinin RCS'ye saldırıları 

tasarlanmıştır. Bununla birlikte RCS'nin güvenirliliğini arttırmak için gizlilik aralığı ve 

karşı tedbir ölçüleri için bir rehber belirlenmiştir.  

Karşı tedbir ölçüsü rehberi geliştirdikten sonra tezde üçüncü aşama olarak 𝛼-

kararlı gürültü ile sürülmüş doğrusal zamanla değişmeyen sisteme dayali verici ile bu 

doğrusal vericinin tersini alıcı olarak tasarlayan “Ters Sistem” tabanlı bir yeni RCS 

sunulmuştur. Bu Ters Sistem tabanlı RCS de saldırılara karşı daha az kırılgan yapısı 

nedeniyle varolan alfa-kararlı gürültü taşıyıcı tabanlı tüm RCS’lere göre daha güvenilir 

olarak düşünülmektedir.Tez içinde her aşamada yapılan benzetimlerden elde edilen 

sonuçlar yapılan  çalışmaların kullanılabilme gücünü göstermek için sunulmuştur. 
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CHAPTER 1  

         
 

         INTRODUCTION 

 

 

1.1. Overview 

 

 

Security of communication systems has always remained a key topic among 

scientists, researchers and engineers associated with the field of telecommunications; 

where their huge emphasis has always been given to establish secure wireless 

communication systems. In the last few decades, physical layer secured wireless 

communication systems has gained much attention all over the globe which reflects the 

potential of the idea to ensure covert transmission. Due to the rapid growth and demand 

of wireless communication systems in the last decades, increment in inter and cross 

disciplinary approaches between wireless, vehicular, robotics, wearable electronics and 

nano devices, for building future communication systems are also on the rise. Similarly, 

the never ending amount of wireless communication devices, to explore, apply and 

create digital dividends to build a fully connected world in future, are also escalating 

the  security concerns. Therefore, growing interest in enhancing the physical layer 

security of wireless communications systems indicates that this field has the capability 

to significantly eliminate the security problems for next-generation wireless 

communication systems.  

Many conventional approaches have been used in the past to increase the security of 

classic sinusoidal carrier based wireless communication systems; spread spectrum (SS) 

communication is one of those as it works by maneuvering the parameters of 

conventional sinusoidal carrier Abdallah et al. (1991), Peterson  et al. (1995) and Salehi, 

and Proakis (2007). SS communication based on Pseudo Random (PN) noise became 

popular due to their increased physical layer security as well as better BER 

performance. However, different algorithms, e.g. linear regression attack and exploiting 

the drawback of short linear complexity of SS signals in Tsatsanis and Giannakis 

(1997), Burel and Bouder (2000) and Burel, G. (2000), had been proposed later on to 



2  

overcome the security provided by SS signals. This shortcoming had to be overcome 

by utilizing different types of noise l ike  signals. This was the period when chaotic 

signals, i.e. non-periodic noise signals consisting of infinite number of states, were 

utilized to remove the weak holes in the security provided by SS systems. Among the 

unconventional approaches, chaotic communications became popular,  after the 

discovery of the first method to synchronize chaos in 1991 by Pecora and Carroll 

(1990), as they used chaotic noise signals as carrier to encrypt the information content in 

the transmitted signals Oppenheim et al. (1992) and Dedieu et al. (1993) .However, 

chaotic communication systems besides having serious security vulnerabilities, proposed 

till now, are only able to hide the information content in the channel, but the 

eavesdroppers are aware of the existence of communication Sobhy and Shehata (2001). 

Due to the fact that the security of chaotic communication systems is derived in this 

way, many blind and semi-blind signal recognition techniques based on geometric 

forecasting approach, synchronizing circuits, auto-correlation, generalized 

synchronization, power analysis and signal filtering had been proposed to completely 

decode the information content hidden in the noise like chaotic carrier signals Short 

(1994), Short, K.M. (1996), Sobhy and Shehata (2001), Alvarez et al. (2004), Alvarez 

et al. (2004b) and Chien and Liao (2005),. The drawbacks in noise like chaotic carrier 

based communication systems established the need to introduce some actual noise 

carrier based communication systems. 

Since, using noise signals as random carrier can not only hide the communication 

content, but it also makes the eavesdroppers unaware of its existence, hence, an 

eavesdropper has no idea whether a meaningful message is being sent or not Gu and 

Cao (2012). Therefore, efforts to use noise as a carrier to establish more secure spread 

spectrum communication system started in 1950’s Basore (1952). However, a complete 

stochastic communication system based on stochastic process shift keying (SPSS) was 

first introduced by Salberg and Hanssen (1999).  In their system, two different 

Autoregressive/Moving Average (ARMA) processes were used to send binary 

messages. 

The α-stable noise, being the generalized version of the Gaussian noise, has the 

potential to be utilized as a random carrier as well as has the capability to be invisible in 

AWGN channel; where the invisibility is as severe as close the parameters of the 

transmitted α-stable random noise carrier to the parameters of the Gaussian noise 

present in the channel. However, detection and parameter estimation of α-stable random 
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noise signals is considered to be a challenging problem in signal processing due to 

common characteristic properties of all heavy-tailed stable distributions which are i) the 

nonexistence of finite second or higher-order moments; ii) relatively high probabilities 

of large deviations from the median Nikias and Shao (1995). Moreover, α-stable noise 

signal waveform contains no repetitions or periodicities, so the pulse length is also 

hidden which makes it a natural candidate for secure communication. Therefore, many 

signal processing methods have been proposed in the past to estimate the related 

parameters of α-stable noise signals Ma and Nikias (1996), Tsihrintzis and Nikias 

(1996), Kuruoğlu (2001) and Kannan and Ravishanker (2007) or to model and estimate 

the number of α-stable distributions in mixture distributions Casarin (2004) and Diego 

et al. (2009) but utilizing them to perform covert transmission requires a priori 

knowledge of the utilized carrier signals. Therefore, the idea to use α-stable noise as 

random carrier to  covertly convey the binary information provides physical layer 

security during transmission; which reduces the risk of eavesdropping.  

This fact gave birth to symmetric and skewed α-stable random noise carrier based 

binary communication systems, i.e. random communication systems (RCSs) by Cek 

and Savaci (2009) and Cek (2015). Different receiver designs, signal detection and 

estimation schemes have also been utilized to increase the efficiency of RCSs; where it 

has also been analyzed that RCSs have the capability to perform covert transmission in 

fading channels as well by Cek (2015b), Xu et al. (2016) and Xu et al. (2017). However 

in this thesis, we have introduced an optimized model of RCS followed by the first 

criterion to quantify the covertness of α-stable noise based communication systems 

Ahmed and Savaci (2017) and Ahmed and Savaci (2017b). All studies related to RCSs 

have already assumed perfect synchronization; where no exact method was presented 

until we introduced the first method to synchronize RCSs followed by a criterion to 

optimize SRCSs Ahmed and Savaci (2018) and Ahmed and Savaci (2018b) which are 

also covered in the thesis as one of the key objectives. The security of the proposed 

models of RCSs is derived from the facts that i) even though α-stable mixtures can be 

separated by the Bayesian techniques presented by Ma and Nikias (1996) and 

Tsihrintzis and Nikias (1996), the pulse length cannot be estimated therefore α-stable 

random noise signals are undetectable or invisible to an eavesdropper; ii) the pulse 

length, i.e. duration of the carrier signal holding single binary information bit, needed 

for decoding is also hidden. These facts make it extremely difficult for an eavesdropper 

to blindly recognize and estimate the related parameter of α-stable carrier signals to 



4  

retrieve the transmitted binary information.  

In RCSs, decoding the received signal is considered extremely difficult without 

knowing the pulse length, i.e. duration of a single binary information bit. However, if 

the exact pulse length can be found then it would be possible for an eavesdropper to 

retrieve the binary messages hidden in the transmitted α-stable noise signals by one of 

the estimation methods given by Kuruoğlu (2001). Previously, there was not any attack, 

algorithm available to crack the hidden pulse length involved in conveying the binary 

information. In this thesis, the first attack, i.e. blind detection, recognition and data 

extraction method, for α-stable carrier signals has been proposed and analyzed from the 

perspective of an eavesdropper. The proposed attack first detects the possible presence 

of α-stable random carrier signals and then recognizes the associated impulsiveness and 

skewness parameters, exploited by the transmitter and the intended receiver, to extract 

covertly conveyed binary information. However, the covert range has also been 

prescribed which can be adopted to perform secure transmission by RCSs.  

In order to assure true level of covertness by RCSs, an inverse system approach has 

also been adopted to design RCS as the main objective of the thesis which is prone to 

the proposed attack. Since, the newly developed RCS includes the mth-order linear time 

invariant (LTI) dynamical system with Sk-αSNSK signal generator (SG) at the 

transmitting end ‘Alice’ while the intended receiver ‘Bob’ uses the inverse LTI 

dynamical system of the transmitter with the modified extreme value method (MEVM) 

based estimator, hence, the parameters needed to decode the information carrying α-

stable input has been increased from single parameter, i.e. pulse length, to the state 

parameters of the utilized LTI dynamical system as well. Hence, estimation of skewness 

parameter by an eavesdropper, without using the inverse system, will not reveal the true 

binary messages while the intended receiver truly decodes the binary messages. The 

improvement in security is shown by comparing the bit error rate performances of the 

intended receiver and an eavesdropper.  

Therefore, in this thesis, the authors have tried to contribute a lot towards this field 

of RCSs which is still in its infancy.  However, due to very small number of researchers 

working in this area, there is still a lot of work which can be done. These ideas or 

suggestion have been given in the end of this thesis. Before going further, the core of 

this thesis, i.e. α-stable noise or distribution, and its associated properties and parameter 

have been explained in detailed below. 
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1.2. Alpha-Stable Noise Distribution  

 

 

  Alpha-stable (α-stable) processes, especially Gaussian processes, have long 

being used as a useful tool to model various stochastic processes. Efforts to develop the 

theory of single variable stable distributions started in the 1920s and 1930s by Paul 

Levy and Aleksander Yakovlevich Khinchine. Classic form of stable distribution is 

covered in Gnedenko and Kolmogorov (1954) and Feller (1971), where it has been 

updated in monograph of Zolotarev (1986). A review of the state of the art on stable 

processes from a statistical point of view is provided by a collection of papers edited by 

Cambanis et al. (1991). The definitions, mathematical description and recent 

application of α-stable distribution are reviewed below. 

 

 

Definition: As defined in Samorodnitsky and Taqqu (1994), if ≜ denotes equality in 

distribution and the relation  

 

                                         X1 + X2 + …… + Xn ≜ Cn X +  Dn                                        (1) 

 

holds for a positive constant Cn and a real number Dn given that X1, X2, ……, Xn are 

independent and identically distributed random variables then X is said to follow and α-

stable distribution. 

 

 

1.2.1. Mathematical Description  

 

 

The characteristic function of α-stable Levy noise X ~ Sα (β, ɤ, μ) having α-

stable distribution is expressed in Samorodnitsky and Taqqu (1994) as 

 

 

                   ሺ𝜃ሻ ൌ ቐ
expሼ 𝑗𝜇𝜃 െ  𝛾ఈ |𝜃|ఈሺ1 െ 𝑗𝛽𝑠𝑖𝑔𝑛ሺ𝜃ሻ𝑡𝑎𝑛 ቀ

ఈగ

ଶ
ቁሻሽ  𝑖𝑓 𝛼 ് 1

expሼ 𝑗𝜇𝜃 െ  𝛾 |𝜃|ሺ1 ൅ 𝑗𝛽 ଶ

గ
𝑠𝑖𝑔𝑛ሺ𝜃ሻ𝑙𝑛 ቀ

ఈగ

ଶ
ቁሻሽ  𝑖𝑓 𝛼 ൌ 1

                (2) 

 

where  
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                                                          𝑠𝑖𝑔𝑛ሺ 𝑥ሻ ൌ ቐ
െ1   𝑖𝑓 𝑥 ൏ 1,
    0   𝑖𝑓 𝑥 ൌ 0,
    1   𝑖𝑓 𝑥 ൐ 1.

                                           (3) 

 

and the four related parameters are defined in the respective ranges as : the 

characteristic exponent 𝛼 ( 0 ൏ 𝛼 ൑ 2ሻ,  the skewness parameter 𝛽( െ1 ൑ 𝛽 ൑ 1ሻ,  the 

dispersion parameter 𝛾 ሺ𝛾 ൒ 0ሻ and the location parameter 𝜇 ∈ 𝑅. 

Remark 1: Gaussian, Cauchy and Levy distributions are the special cases of 𝛼-stable 

distributions defined as X ~ Sα=2 (β=0, 𝛾, μ), X ~ Sα=1 (β=0, 𝛾, μ) and X ~ Sα=0.5 (β = 

∓1, 𝛾, μ), respectively.  

Note: The second or higher-order moments do not exist for 𝛼 ൏ 2, moreover, the first 

order moment do not exist as well for 𝛼 ൑ 1. The α-stable signals can be generated by 

utilizing the characteristic function of α-stable noise ‘X’, i.e. X ~ Sα (β, 𝛾, μ), given in 

Janicki and Weron (1994).  

Properties: Samorodnitsky and Taqqu (1994), Property 1.2.2 and 1.2.3,  

Let X ~ Sα (β, 𝛾, μ) and let h be a non-zero real constant. Then  

 

                                                          h +X ~ Sα (β, 𝛾, h+μ)                                            (4) 

 

and                                               h X ~ Sα (sign {h}.β, |h| 𝛾, hμ)                                   (5) 

 

Types: The frequent occurrence of extreme values in the observed data of many actual 

physical phenomena is non-Gaussian, hence; they are considered as a random process 

and are modeled by α-stable distribution. However, symmetric α-stable (SαS) process 

indicates that positive and negative outcomes in the observed data are equally likely. 

However, Skewed α-stable (SkαS) process indicates that the observed data is biased 

towards either positive or negative outcomes. Therefore, α-stable distribution can be 

categorized in to two main types depending on the type of the parameter used to shape 

up its probability density function (PDF) as 

 

1. Distribution dependent on α parameter is known SαS distribution which is 

shown in Figure 1.1. 

2. Distribution dependent on β parameter is known SkαS distribution which is 

shown in Figure 1.2. 



7  

 

 

Figure 1.1. Symmetric α-stable distributions with unit scale factor      

 

 

 

Figure 1.2. Skewed centered stable distributions with unit scale factor 

 

 

1.2.2. Applications of Alpha-stable noise  

 

 

As α-stable distribution is expected from superposition in natural processes, 

therefore it has been used in many hot areas for investigations. There are plenty of 

sources that follow or be modeled by α-stable distribution which includes seismic 

activity, ocean wave variability, lightning in the atmosphere, climatology and weather, 
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surface texture, switching transients in power lines, telephone lines, acoustic emissions, 

etc.  

Especially in communication, the α-stable distribution has variety of 

applications in many branches such as wireless, molecular, neural, deep space, 

underwater acoustics communications where it has been used extensively for 

mathematical modeling of impulsive channel noise Wang et al. (2011), Rajan and 

Tepedelenlioglu (2010), Kosko and Mitaim (2010) Farsad et al. (2015), He et al. 

(2014), Guo et al. (2008) and Banerjee and Agrawal (2013). The reason of using α-

stable distribution in such versatile branches lies in the range of the associated 

parameter, i.e. the characteristic exponent ‘α’, that ranges from 0 < α൏ 2. Moreover, the 

Gaussian distribution, when α = 2, is the most used distribution for modeling non-

impulsive channel noise. For α ൏ 2, the distribution starts to become impulsive and non-

Gaussian in nature where the tails of the distribution begin to become thicker. This 

impulsive nature makes α-stable distribution an attractive choice for modeling wireless 

signals and channel noise. The α-stable distribution is the only limiting distribution for 

sums of independent and identically distributed random variables according to the 

stability property of the generalized central limit theorem. However, the limiting 

distribution is Gaussian if the individual distributions have finite variance where the 

individual distributions have infinite variance for α൏ 2 Samorodnitsky and Taqqu 

(1994).  

 

 

1.3. Organization of This Thesis 

 

 

The sections and subsections of this thesis have been briefly summarized where 

the synopsis of each chapter has also been given as follows: 

In Chapter 2, the previous conventional and unconventional approaches, for 

enhancing the physical layer security of communication systems has been reviewed.  

Therefore, a general review of conventional sinusoidal carrier based spread spectrum 

communication systems has been presented where its sub types based on the PN 

sequence dependent manipulation of frequency and phase has also been explained. 

Similarly, the level of security achieved from the SS approaches has also been reviewed 

where its vulnerabilities in the light of previously introduced attacks has also been 
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discussed. However, a general review of unconventional chaotic carrier based 

communication systems has been presented where its basic sub types, i.e. Chaotic 

Masking (CM) and Chaotic Shift Keying (CSK), has also been reviewed. The 

vulnerabilities of Chaotic Communication systems has also been discussed in the light 

of recently introduced geometric forecasting approach, synchronization circuits, auto-

correlation, generalized synchronization, power analysis and signal filtering based 

attacks. Finally, the reasons to have stochastic noise based communication systems to 

achieve physical layer security have also been established. 

In Chapter 3, the initial idea to use a basic stochastic noise based 

communication system, i.e. stochastic communication system (SCS), along with its 

merits and demerits have been explained where different receiver and detector designs 

for improving performance of the SCSs has also been highlighted. On the other side, the 

concept to use α-stable noise as random carrier by utilizing RCSs has been explained 

where the previously proposed different estimators based receivers has been reviewed 

and compared on the basis of BER. Finally, the future research pathways in this field 

have also been summarized. 

In Chapter 4, the proposed optimized model of Random Communication System 

has been given which is based on the Modified Extreme value Method based Estimator. 

The BER performance of the proposed model has also been compared with previously 

proposed receivers. Moreover, the section ‘Synchronized Random Communication 

System’ introduces the first method to synchronize RCSs which is based on Fractional 

Lower Order Covariance (FLOC) technique. Therefore, the evaluated general behavior 

of FLOC in α-stable noise environments has also been added as a subsection which is 

the key facilitator in establishing SRCSs. Finally, a criterion to optimize SRCS has also 

been proposed in this section which enhances the BER performance by maneuvering 

the associated parameters of α-stable noise carrier. 

In chapter 5, the security and covertness analysis of the proposed optimized 

model of RCS has been carried out where initially the first Security Performance 

Tradeoff Characteristics (SPTC) and the first Covertness criterion to quantify the 

covertness of RCSs have been introduced.  However, the first attack to highlight the 

vulnerabilities of RCSs has also been included as a separate section which indicates the 

weak links in RCSs. Moreover, some important points to further strengthen the security 

of RCSs have also been added as a subsection. Finally, following the guidelines, the 

possible configuration of the most optimized and secure RCS has also been introduced 
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as a last section of this chapter.  

Finally in Chapter 6, the conclusive remarks on the current and future research 

directions on open problems related to RCSs are presented as potential pathways. 
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CHAPTER 2  

 

 

   PHYSICAL LAYER SECURITY FROM 

CONVENTIONALAND UNCONVENTIONAL 

COMMUNICATION SYSTEMS  

 

 

Investigations to increase the covertness by strengthening the security of 

physical layer began in 1950s Basore (1952). Spread spectrum (SS) communication 

was the first step towards achieving covertness in physical layer secured 

communication systems. Later on, chaotic communication laid the basics of chaotic 

carrier based communication systems. The inspiration of chaotic communication arose 

from the major advantages provided by chaotic signals which have inherent resistance 

to eavesdropping at the time of its discovery. However, afterwards, different techniques 

were also presented to infiltrate chaotic communication systems as well. In this 

chapter, we have provided brief insight into these communication systems and have 

reviewed them on the basis of their vulnerabilities computed by different proposed 

attacks. Moreover, common problems and future challenges related to the physical 

layer secured communication systems have also been highlighted. 

In this chapter, entire information related to SS communications and chaotic 

communications has been briefly provided in a tutorial style. However, the topics, not 

in harmony with the objectives of the thesis, have been left out in support of detailed 

explanation of relevant ones. However, we have at least pointed out every topic in 

conjunction with references mentioning the relevant material 

 

 

2.1. Overview  

 

 

Physical layer secured communication systems play a vital role in civil and 

military applications. It has always being investigated to ensure the confidentiality of 
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the communication between the legal transmitter and the intended receivers rather than 

intruders. Previously, jamming was considered as the most effective method to avoid 

eavesdropping at the physical layer in wireless communication systems. However, in 

this chapter, several prevailing types of communication systems, to enhance the 

security at the physical layer for wireless communication, have been reviewed. We 

classify these methods as conventional and unconventional based on their utilized 

form of carrier waveforms. First, we have briefly explained their working principle 

and the type of carrier used to achieve security and then we have discussed their sub 

types. Finally, we illustrate their effectiveness and security mechanisms. Several 

physical layer secured SS communication systems which utilize pseudorandom noise 

and chaotic noise have been discussed in terms of their abilities to improve the 

security of wireless communication systems where their vulnerabilities have also been 

highlighted. Due to the pointed security deficiencies of SS and Chaotic Communications 

systems, the need of an alternate way of performing covert communications at the 

physical layer have also been emphasized. Therefore, in the last section, the 

chapter has been concluded with remarks to improve the physical layer security by 

adopting stochastic noise based communication systems. 

  

 

2.2. Conventional Spread Spectrum Communication Systems 

 

 

Spread Spectrum (SS) communication, as defined in Pickholtz et al. (1982) and 

Salehi and Proakis (2007), provides a mean of covert transmission by spreading the 

transmitted signal bandwidth. Additionally, pseudo randomness is utilized to produce 

the transmitted signal consisting of spectrum approximately identical to the stochastic 

noise and seems resistant to eavesdropping. However, the SS communication systems 

fall in the category of conventional communication systems because they maneuver 

the parameters of conventional sinusoidal carrier to covertly convey the underlying 

hidden binary information.  
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2.2.1. Methodology 

 

 

As shown in Figure 2.1, a separate signal obtained as Pseudo random Noise 

(PN) is exploited to broaden the spectrum of the transmitted signal, i.e. binary 

information signal added with the PN. The PN signal is not dependent on the 

incoming binary signal. The receiver separates the binary information from the PN 

signal by generating the same PN signal. The bandwidth of the transmitted signal, 

binary information signal added with the PN signal, is extremely greater than the 

conventional binary information signal. 

  

 

 

 

        Figure 2.1. SS based Communication System (Source: Salehi and  

                          Proakis 2007) 

 

 

2.2.2. Types of SS Communication Systems 

 

 

SS communication has been divided into four main types which has been given 

in Pickholtz et al. (1982) and recently stated in Salehi and Proakis (2007) as 

 

 Direct Sequence Spread Spectrum Communication (DS-SS) – In which the 

binary information signal phase is manipulated by the PN signal. 

 Frequency Hopping Spread Spectrum (FH-SS) - In which the binary 

information signal frequency is manipulated by the PN signal. 

 

 Time Hopping Spread Spectrum (TH-SS) - In which the binary information 
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signal initiation time is manipulated by the PN signal. 

 

 Hybrid Spread Spectrum (H–SS) - Grouping of DS- SS, FH-SS, TH-SS. 

 

 

2.2.3. Security and Vulnerabilities of SS Communications 

 

 

The SS communication assumes to provide covertness as well as it allows 

overcoming the channel impairments like multipath distortion, fading, noise, interference 

and attenuation. Therefore, in the beginning, it was a unique way of signal encryption by 

utilizing the concepts of physical layer. Moreover, it also optimizes the bandwidth 

utilization with decreased interference.  

According to the mechanism of DS-SS communications, the bandwidth of the 

transmitted signal is broadened by utilizing pseudorandom sequence. Therefore, 

multiple accesses are orthogonal to each other which guarantee its usefulness, hence, SS 

communication is considered as the backbone of CDMA communication systems. 

However, it is difficult to assure the synchronization of the entire system as the quantity 

of users utilizing the communication link is also large. 

Nonetheless, SS communication based on PN noise became popular due to their 

increased physical layer security as well as efficient BER performance. Later on, 

different algorithms, e.g. linear regression attack, exploiting the drawback of short 

linear complexity of SS signals had been proposed Peterson et al. (1995), Tsatsanis 

and Giannakis (1997), Burel and Bouder (2000) and Burel, G. (2000). This 

shortcoming can be overcome by utilizing different types of noise signals. Therefore, 

chaotic signals, i.e. non-periodic noise signals consisting of infinite number of states, 

can be utilized to remove the weak holes in the security provided by PN based 

conventional SS communication systems. 

 

 

2.3. Unconventional Chaotic Communication Systems 

 

 

After Shannon’s discovery in Shannon (1949) that the maximal entropy of 
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noise can increase the channel capacity of communication systems, the area of 

chaotic communication systems has attained significant interest of the groups involved 

in establishing covert transmission by unconventional communication system. It was 

Chuas who first studied the concept and developed the practical chaotic electrical 

circuit in 1980 Chua, L. O (1980). Later on in Pecora and Carroll (1990), the authors 

proposed the first method to synchronize chaos, which then started a series of 

investigations related to the chaotic communication systems.  

Since, chaotic maps are highly sensitive to initial conditions; hence, they enable 

them to produce an infinite amount of uncorrelated noise signals. Therefore, they are 

also highly effective to become likely nominees for multi-user SS communication 

systems Lau and Tse (2003), Kurian (2005), Vali et al. (2012), Vali et al. (2012b), 

Berber and Feng (2013) and Kaddoum et al. (2013). It has been discussed in detailed in 

Hasler and Schimming (2002) that no elementary principle of conventional 

communication contradicts the phenomenon of using chaos in digital communications. 

Moreover, it has been observed in Xia et al. (2004), Yu and Yao (2005) and Lynnyk, 

V. and Celikovsky, S. (2010)  that chaos based modulation schemes perform 

extremely well in comparison to the SS communication schemes, which involve 

alleviation of fading in multipath environment, jamming resistibility, interception 

resistibility, hence, provides covert communications. 

Chaotic communications is now considered as a separate field in covert 

communications research focusing on enhancing physical layer security. From the 

learning of chaotic dynamical systems, chaotic behavior has been evolved to chaotic 

communications with applications ranging from signal processing, cryptography, neural 

networks etc. The reason of rapid increase in this area is straightforward: complex 

behavior of chaotic dynamical systems, however, it can be observed in fairly simple 

manner in legal master and slave systems. Due to the broadband, uncorrelated and a-

periodic behavior of chaotic systems, its prediction is highly unlikely for longer 

duration. These characteristics are in accordance with the considered necessities for 

carrier signals exploited in communication systems, especially to achieve or enhance 

the physical layer security. 
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2.3.1. Methodology 

 

 

Chaotic systems were assumed to be as non-synchronized systems before late 

1990’s as it is stated that the trajectories of two identical chaotic systems quickly 

become uncorrelated even if started at nearly the same initial conditions.  However, 

Pecora and Carroll comes up with the possibility of designing chaotic systems in a way 

showed who proved both theoretically and experimentally that the second system, i.e. 

slave system, called the response system can receive some of the state variables 

transmitted by first chaotic system, i.e. master system, called the driving system. Hence, 

the two systems can be synchronized by forcing the state variables of the slave system 

to synchronize with the other state variables not passed to the slave system. The concept 

was proven both theoretically and experimentally in Pecora and Carroll (1990), Pecora 

and Carroll (1991), Carroll and Pecora (1991) and Pecora and Carroll (1991b).  

Establishing synchronization in chaotic systems by Pecora and Carroll was 

considered as a breakthrough in communication systems especially in signal processing 

communities. Chaotic Masking (CM) and Chaotic Shift Keying (CSK) were the first 

application of chaos in communication systems which were reported in Oppenheim et 

al. (1992) and Parlitz et al. (1992). They performed covert transmission by adding a 

chaotic signal to a speech signal and then the concept of synchronization effect can be 

utilized to recover the noise-like transmitted chaotic signal, hence, resulting in 

transmitted speech signal is simply applying subtraction. After that, another idea to 

perform covert communications by adopting CM was proposed in Kocarev et al. (1992) 

where the Chua’s circuit was utilized to produce chaotic signals. They further proved 

the synchronization effect in chaotic systems by practical experiments by hiding the 

information signal in the transmitted chaotic signal. However, the idea of performing 

covert communications relies on the condition that the power of the chaotic signal 

should be higher than that of the information signal. 

 

 

2.3.2. Types of Chaotic Communication Systems 

 

 

There are two major branches of analog chaotic communication systems as 
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defined in Kaddoum (2016) as 

Coherent detection schemes: It involves a synchronized version of the chaotic 

carrier produced by the receiver. The detection procedure is performed by utilizing the 

replica of the transmitted signal in different methods Dedieu et al. (1993), Parlitz et al. 

(1992) and Kolumbán (1997). The basic type of coherent chaotic communication 

scheme is CM which has been shown in Figure 2.2. 

 

 

 

 

Figure 2.2. Chaotic Masking Scheme based Communication System (Source:  

                  Dedieu et al. 1993) 

 

 

Non-coherent detection schemes: It involves data recovery by performing the 

detection of the received signal without the need of any synchronized version of the 

chaotic carrier for the receiver Kennedy (2000) and Kennedy (2000b). The basic type 

of non-coherent chaotic communication scheme is CSK which has been shown in 

Figure 2.3.  

 

 

 

 

Figure 2.3. Chaotic Shift Keying based Communication System (Source: Parlitz  

                  et al. 1992) 
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Chaotic communications has been further classified in Table 2.1 which 

summarizes different analog modulation classes and their corresponding proposed 

chaos-based modulation schemes Kaddoum (2016). 

 

 

             Table 2.1. Classification of Chaotic Communication systems (Source: Kaddoum 

                              2016) 

 

 

 

 

2.3.3. Physical Implementation 

 

 

Regarding the Physical Implementation of chaotic communication systems, it 

has already been carried out which increases the practicality of utilizing noise like 

signals for establishing secure communication systems at the physical layer. Some of 

the chaotic systems which have been developed and assessed under ideal and non-ideal 

channel conditions have been given below as  

1) Chaotic encryption technique based on the inverse-system has been 
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experimentally demonstrated with indoor radio transmission Kelber et al. (1996); 

2) Chaotic encryption technique based on the inverse-system has been 

implemented in digital-signal processor and wire link Dmitriev et al. (1998); 

3) Chaotic pulse position modulation technique has been experimentally 

demonstrated in indoor radio transmission Sushchik et al. (2000);  

4) Chaotic encrypted codes in multiuser CDMA system in wire link Agnelli et 

al. (2001); 

5) Chaotic Shift keying technique in indoor radio transmission Dmitriev et al. 

(2001); 

6) Differential Chaotic Shift keying frequency-modulation technique in radio 

link by channel simulator Król et al. (2001). 

The above examples reflect that significant efforts has already been done to 

physically implement chaotic communication systems which paves the way for future 

research in physical layer security enhancement via unconventional communication 

systems.  

 

 

2.3.4. Security and Vulnerabilities of Chaotic Communication 

Systems 

 

 

So far, two methods, i.e. SS and chaotic communications, to enhance the 

security of communication systems at the physical layer have been discussed. Both of 

them work by shifting narrowband signals to a wideband configuration. Chaotic 

communication is the first unconventional communication system at the physical layer 

which has been physically tested but they lack in BER performance in comparison to 

classical communication systems Abel and Schwarz (2002). Nonetheless, the achieved 

security of chaotic communication systems is higher than SS communication as shown 

in Kong (2015) which was the main objective at the time of its arrival, hence; they were 

considered secure at the beginning. Nowadays, there are many investigations available 

which highlights the weak links in chaotic communications and provides possible 

method to break the security of these systems. However, some significant investigations, 

e.g. Short (1994), Short, K.M. (1996), Yang et al. (1998), Sobhy and Shehata (2001), 

Alvarez et al. (2004), Alvarez et al. (2004b) and Chien and Liao (2005), has better 
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highlighted the low level of security in chaotic communications systems which reflects 

that it is no longer a robust method to achieve security at the physical layer. The key 

vulnerabilities of chaotic communication systems revealed in the selected investigation 

have been briefly reviewed below.  

In the first study Short (1994) conducted by the Nonlinear Dynamics (NLD) 

Research group at the Naval Research Lab in USA, three different information signals, 

i.e. chaotic signal other than the carrier signal, period doubled signal and triangular 

wave, masked through the chaotic carrier were tested and every time the power 

spectrum of the hidden signal was found out by subtracting the geometrically forecasted 

carrier NLD from the received signal where the utilized density of the information 

signal to the chaotic carrier signal was up to -30 dB. Moreover, further methods were 

utilized to completely unmask and recreate the three utilized information signals hidden 

in the transmitted chaotic carrier with almost complete accuracy. 

Similarly in Short, K.M. (1996), the transmitted signals, generated from the 

Lorenz system based chaotic transmitter, are processed from the perspective of an 

eavesdropper where the x-coordinate of the utilized generator was utilized for 

information masking. Therefore, it has been shown that the message sinusoidal signal 

can possibly be extracted if the eavesdropper decodes the x-coordinate.  Moreover, 

detailed extraction of phase-modulated and frequency modulated chaotic signals have 

also been shown where the spectrum of the underlying information signal has been 

unmasked by the utilized prediction process. Therefore, the results in Short (1994) and 

Short (1996) declares the basic chaotic masking or chaotic switching techniques as 

unsecure due to the comparatively simple geometric structure of a  low-dimensional 

chaotic attractor  where  the possibility of extraction the various utilized measures 

always exists, hence an eavesdropper may well be able to reveal the underlying 

information message. 

The security of a general chaotic switching scheme, in which the information 

signal is switched by two different chaotic generators, has been thoroughly analyzed in 

the study Yang et al. (1998).  Simple examples have been utilized to establish the 

robustness of proposed generalized synchronization method in breaking different 

chaotic switching systems where an eavesdropper with no knowledge of the parameters 

and structure of the chaotic transmitter in chaotic switching schemes can extract the 

hidden information signal. Moreover, it has also been shown that the utilized method is 

not dependent on the order of the transmitter as the simulations for both high and low 
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order transmitters has also been included, hence, the level of security of chaotic 

switching systems will be still less even if the transmitter based on two hyper-chaotic 

systems has been utilized. 

With the progress and acceptability of the above signal processing methods to 

unmask chaotic switching and chaotic masking techniques, researchers also started to 

propose potential attacks for breaking chaotic communication systems. The first attack 

in Sobhy (2001) proposes to reveal the hidden information message by plotting the 

received against the time delayed version of it or by plotting the autocorrelation 

function of the time series. Both cases would result in unique observations after 

comparing them with complied list of results which can be used to find out the utilized 

chaotic generator in the transmitter. Later on, the system and its inverse can be built to 

apply the decoding process. 

Similarly another potential blind attack to break chaotic parameter modulation 

has been proposed in Alvarez et al. (2004). It has been shown that the claimed security 

of the utilized chaotic system can be compromised to an eavesdropper who has 

negligible knowledge of the system, i.e. the detection has been made with no 

knowledge of encryption method of non-linear time-varying system, nor its keys or 

parameters values. The eavesdropper without any chaotic receiver can reveal the 

information message by short time power analysis of the received signal. Firstly, the 

received signal is squared and then passed through four pole Butterworth low pass filter 

and then quantized with an inverting Smith-trigger. The binary information can then be 

revealed from the resultant signal.  

Another study, i.e. Alvarez et al. (2004b), has analyzed the low level security of 

both chaotic communication and synchronization where the authors has pointed out the 

vulnerabilities of chaotic masking and chaotic modulation scheme done through Lorenz 

generators. The proposed attack is also blind where the eavesdropper has no knowledge 

of the transmitter’s structure and the underlying chaotic system parameters.  

 

 

2.4. Conclusive Remarks 

 

 

The attacks and the related analysis discussed above have raised some serious 

questions on the security achieved by employing chaotic communications. Although, 
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some counter measures guidelines and intelligent design techniques have been given in 

Chien and Liao (2005) to improve the security of chaotic communication systems, but 

the point to ponder is that all the chaotic communication systems, proposed till now and 

discussed above, even with no vulnerabilities are only able to hide the information 

content in the channel, but the eavesdroppers are aware of the existence of 

communication Sobhy and Shehata (2001). Therefore, no matter how much robust 

chaotic communication is proposed, still, it would be visible to the intruders and 

unwanted listeners. Due to this fact that the security of chaotic communication systems 

is derived in this way, many much more efficient blind and semi-blind signal 

recognition techniques will also be proposed in the future as well. Therefore, chaotic 

communication can no longer be considered as the most secure way of communication 

at the physical layer. The drawbacks in noise like chaotic carrier based communication 

systems have established the need to introduce some actual noise based communication 

systems. 
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CHAPTER 3  

 

 

STOCHASTIC NOISE BASED COMMUNICATION 

SYSTEMS 

 

 

Communication systems which either uses noise like signals or actual noise 

signals as carriers to transmit information falls under the category of unconventional 

communication systems due to non-utilization of conventional sinusoidal carrier signals 

and no alteration of any aspect of deterministic carrier signal for transmitting base band 

digital information. Among unconventional communication systems, random or 

stochastic noise carrier based communication systems have been utilized in the past to 

ensure covert transmission which have been reviewed in this chapter. However, the 

main objective of this chapter is to discuss the previously introduced α-stable noise 

carrier based communication systems where different receiver designs, proposed in the 

past, to enhance the performance of these α-stable noise carrier based communication 

systems, has also been discussed in detail. Moreover, their performances and drawbacks 

has also been highlighted which can help to design more better receivers for α-stable 

noise carrier based communication systems. Additionally, potential research pathways 

have also been given in the last section and many of them have extensively been 

touched in the later chapters of this thesis. 

 

 

3.1. Stochastic Communication Systems  

 

 

If stochastic processes are utilized as carrier in place of deterministic waveforms 

for a digital communication keying concept then the corresponding system is termed as 

Stochastic Communication Systems (SCS) [Salberg and Hanssen (1999)]. Higher 

degree of security and reduced risk of eavesdropping unlike conventional digital 

communication systems are considered as the main benefits of SCSs where the non-

coherent receivers, simpler than spread spectrum and chaotic counterparts, are an added 
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advantage.  

Conventional digital communication keying concept implies amplitude shift 

keying, phase shift keying and frequency shift keying for transmission of baseband 

information where the intended receiver uses some estimation criterion to identify the 

modulated parameter of deterministic carrier signal followed by a decision rule to 

categorize the received signals. The communication keying methods based on the above 

concept do not provide any security against intruders. Additionally, utilizing spread 

spectrum (SS) communication systems discussed in the previous chapter, for spreading 

the signal bandwidth by utilizing PN codes for encoding and decoding at the transmitter 

and receiver, respectively, require exact synchronization and absolute understanding of 

the PN sequence Gibson (1993) which is a drawback of SS communication systems. 

Similarly, chaotic communication systems like SS communication systems also exploit 

self-synchronization property of certain chaotic oscillators to achieve strict 

synchronization before initiating the decoding process which is also a tiring procedure 

for practical communication Hayes et al. (1993). 

 

 

3.1.1. Stochastic Process Shift Keying Encoding 

 

 

Salberg and Hanssen (1999) first introduced the concept of SCSs which was 

solely based on the use of ARMA stochastic processes. The method was further 

generalized in Salberg and Hanssen (2000). In Salberg and Hanssen (1999), the 

technique which utilizes noise like stochastic process 𝑋଴(t), 0 ൏ 𝑡 ൏ T to transmit 

binary information bit ‘0’ and 𝑋ଵ(t), 0 ൏ 𝑡 ൏ T to transmit binary information bit ‘1’ for 

encoding digital information is named Stochastic Process Shift Keying (SPSK) which 

results in two subsequent equal and different source bits have entirely different  and  

similar transmitted waveforms, respectively as the realizations of two different 

stochastic processes are close in a statistical sense. Thus an extra layer of security is 

added in the transmitted waveform due to the hidden pulse length and absence of 

discontinuities, repetitions and periodicities. The author utilized ARMA processes, 

however there are many alternative to ARMA processes that could be utilized for SPSK 

concept, e.g. flicker-noise (
ଵ

௙ം-noise) processes with-different spectral exponents 𝛾ଵ and 

𝛾ଶ and bilinear and nonlinear processes.  
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                Figure 3.1. Block diagram of SPSK communication system (Source: Salberg and    

                                  Hanssen 1999) 

 

 

In Figure 3.l, the block diagram of a real-time SPSK communication system has 

been shown. The transmitter has known characteristics and can be considered as a 

source of two different noise generators where the source bit stream guides the 

transmitted waveform to generate the noise waveforms for the corresponding binary 

information bits ‘0’ and ‘1’ by alternating between the generators by a fast low-noise 

switch. The switch controls both the noise generators for sending source bits where T is 

the period or the pulse length of the switch known only to the transmitter and the 

intended receiver. The stochastic processes can also be generated digitally before 

transmission to an alternative to analog noise generators as shown in Figure 3.l.  

Another possibility to design more robust SPSK communication system is 

utilize stochastic  processes 𝑋଴(t), and 𝑋ଵ(t)  with different bi-spectral densities (e.g., 

Nikias and Petropulu (1993) and same power spectral densities, hence, the digital 

information can be encoded by bi-spectral densities of the processes. This attribute of 

encoding information with different bi-spectral densities would result in SPSK 

communication system not sensitive to symmetrical amplitude probability density 

function based additive colored noise, hence, resulting in enhanced natural security 

against additive Gaussian noise.   

The SPSK, shown in Figure 3.1, can also be referred as ‘carrier free’ 

communication system if no modulation is carried out on the transmitted waveform 

where the choice of modulating the transmitted waveform before transmission is always 

possible. The transmitted waveform can be modulated by modulating phase, frequency 
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and amplitude depending on the purpose of SCS. Moreover, the effect of a possible 

jammer can also be minimized if broadband stochastic processes are utilized which 

results in transmitting a physical signal of a wide frequency band. 

 

 

3.1.2. Decoding of Stochastic Processes 

 

 

The decoding process for the SPSK when utilizing linear Gaussian processes as 

a carrier, were first given in Salberg and Hanssen (1999) which has been reviewed in 

this section.  

Let say we have a received data vector X = [𝑥ଵ, 𝑥ଶ,⋯, 𝑥௡]T containing samples 

of the Gaussian stochastic process which has been obtained according to the relation 

given below as   

 

                                                    X = S + N                                                      (6) 

 

where S is a transmitted vector containing information samples generated from a 

stochastic process and N is a white noise vector independent of the stochastic process. S 

and N have means equal to zero. Furthermore, S has a covariance matrix 𝐑ୱ,୧ = 

E{SS୘|Ω୧}where Ω୧ is class 𝑖={0, 1} and N has a covariance matrix equals to σ୬
ଶ𝐈. 

Therefore, the mean of X is also equal to zero and covariance matrix 𝐑୧ ൌ 𝐑ୱ,୧ ൅ σ୬
ଶ𝐈. 

The intended receiver has to select Ω଴when 

 

                                           P (Ω଴|X) ൐ P (Ωଵ|X)                                                (7) 

 

and vice versa if he has to communicate with minimum error probability ‘𝑃௘’. 

The likelihood function can be written as 

     

                                                        P (X|Ω଴) 

Ω଴
൐
൏
Ωଵ

 P (X|Ωଵ)                                              (8) 

 

and log-likelihood function can be written as   
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                              L(X) = log ୔ ሺଡ଼|ஐబሻ 

୔ ሺଡ଼|ஐభሻ
 = XT (𝑅଴

ିଵ െ 𝑅ଵ
ିଵ)X + 𝜏 

Ω଴
൐
൏
Ωଵ

 0                             (9) 

 

where 𝜏 ൌ  log
|ோబ|

|ோభ|
 and P (Ω଴), P (Ωଵ) are a-priori probabilities while using Bayes rule. 

           The log-likelihood ratio has been reduced to 𝑆௡ according to Fukunaga and 

Krile, (1969) and evaluated at time ‘n’ as 

 

                                             𝑆௡ ൌ ∑ ଵ

ଶ
௡
௞ୀଵ  log ఙబ

మ

ఙభ
మ ൅  

൫ఢೖ
బ൯

మ

ଶఙబ
మ െ 

൫ఢೖ
భ൯

మ

ଶఙభ
మ                                  (10) 

 

where 𝜖௞
୧  for 𝑖 = 0, 1 are the innovation sequences defined as  

 

                                                  𝜖௞
୧ ൌ  𝑥௞  െ 𝑥ො௞|௞ିଵ,ఏ೔

                                                  (11) 

 

and 𝑥ො௞|௞ିଵ,ఏ೔
 is the MMSE estimate of 𝑥௞ can be calculated by the Kalman filter in 

Scharf, (1991) as they are based on parameters of 𝑋௜ሺ𝑡ሻ.  

            Therefore, the transmitted sequence can be decoded asynchronously by an 

intended receiver after studying the sign of the derivative of the log-likelihood ratio as 

the log-likelihood ratio 𝑆௡ increases and decreases when binary information bit ‘1’ and 

‘0’ are sent. 

 

 

3.1.3. Receiver designs for SPSK 

 

 

It has been shown in the last section that covertness can be ensured in digital 

communications in a straightforward fashion by employing SPSK. By transmitting 

noise like waveforms, generated from realizations of a stochastic process, the 

transmitted waveform has been further explained by a more prominent mathematical 

interpretation. Moreover in order to design better receiver for noise based 

communication systems, a subspace detector, proposed in Salberg and Hanssen (2001), 

for the SPSK has also been reviewed in this section.  
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3.1.3.1.   Subspace Detector for SPSK 

 

 

For a SPSK technique proposed by Salberg and Hanssen (1999) and Salberg and 

Hanssen (2000), the transmitted waveform 𝑋ሺ𝑡ሻ can be better represented by a 

mathematical relation given in Salberg and Hanssen (2001) as  

 

                                     r𝑋ሺ𝑡ሻ ൌ  ∑  ஶ
௡ୀିஶ ∑ 𝑥௡ሺ𝑘ሻ∅௞ሺ𝑡 െ 𝑛𝑇௦ሻ௄

௞ୀଵ                          (12) 

 

where 𝑥௡ = [𝑥௡ሺ1ሻ, 𝑥௡ሺ2ሻ,⋯, 𝑥௡ሺ𝐾ሻሿT is a random vector and 𝑥௡ሺ𝑘ሻ is its kth element. 

Similarly, the ∅௞ሺ𝑡) is a kth basis function. The nth symbol from a received continuous 

time pulse 𝐫 ∈  𝕃𝟐 can be represented by 

 

                                           𝐫 ൌ  ∑ 𝑥௡ሺ𝑘ሻ∅௞ሺ𝑡ሻ ൅  𝐧௄
௞ୀଵ                                                (13) 

 

where 𝐧 is a WGN process and ∅௞ሺ𝑡ሻ  ∈  𝕃𝟐 corresponds to ∅௞ሺ𝑡ሻ. The received vector 

is  

     

                                                         𝐲𝐧 ൌ  𝐱𝐧 ൅  𝐧                                                       (14) 

 

where 𝐲𝐧 ൌ 𝐺ሺ𝐫ሻ, 𝑮 ∶  𝕃𝟐 →  ℝ𝑲 is a established vector obtained by correlation of r and 

elements of a basis B ൌ [𝐛𝟏, 𝐛𝟐,⋯, 𝐛𝐊ሿT : 𝐛𝐢 ∈  𝕃𝟐. Therefore, 

 

                                                      𝐲𝐧 ൌ  𝐺ሺ𝐫ሻ = (𝐫, B)                                                 (15) 

 

can be termed as a coordinate vector of 𝐫 with regard to the basis B during the 

transmission of nth symbol. The decoding can be carried out easily if selected B is 

orthonormal to the signaling waveforms 𝚽  

 

                                                              ሺ𝚽, 𝐁ሻ  ൌ  𝐈𝑲                                                  (16) 

 

where 𝐈𝐊 denotes 𝐾 ൈ 𝐾 matrix. 

           The received vector 𝐲𝐧 facilitates to recognize the received bit as ‘0’ or ‘1’. The 
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matched subspace detectors introduced in Scharf (1991) are the most appropriate 

detectors as the transmitted vectors are the subspace signals. The decision criterion is 

not dependent on the additive noise variance which is the main advantage of subspace 

detectors. The orthogonal projection vector as introduced in Scharf (1991) has been 

used in Salberg and Hanssen (2001) to develop a projection vector such that 𝐏ி೔
𝐫 is a 

projection of 𝐫 onto the subspace (𝐅௜) where  

 

                                                𝐏ி೔
ൌ 𝐅௜ሺ𝐅௜

்𝐅௜ሻିଵ𝐅௜
் : 𝑖 ൌ 0,1                                      (17) 

 

The decision is made by selecting class Ω଴ if  

 

                                                            𝐲𝐧
𝑻𝐏ிబ

𝐲𝐧 ൐ 𝐲𝐧
𝑻𝐏ிభ

𝐲𝐧                                          (18) 

 

and vice versa. The received energy of the subspace 𝐅௜ is measured by the detector and 

selects the subspace based on the level of energy, hence, resulting in the selection of the 

corresponding class. 

 

 

3.2. Alpha-stable noise based SPSK   

 

 

The SPSK, discussed in the previous section, is a novel technique to enhance 

physical layer security of communication systems. Since stochastic signals are noise 

like, it is really hard to determine the existence of information bearing content in the 

received noise signal Anfinsen (2001). Therefore, the idea to use noise like sequences 

started to gain further attention. Afterwards, it was observed in Hughes (2000), Yang 

and Petropulu (2003) and Win et al. (2009) that multiple access interference in a multi-

user network such as wireless packet networks and networks with ultra wideband and 

narrow band systems and cognitive radio network results in SαS distribution. Since it 

was observed that the statistical characteristics of modulated signal and background 

interference are similar, this prompted Cek and Savaci (2009) to investigate the usage 

of SαS distributed sequence as noise carrier for covert communications.  
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3.2.1. Receiver Designs for Alpha-Stable noise based SPSK 

 

 

The first SαS noise based SPSK technique proposed in Cek and Savaci (2009) 

was named ‘stable non-Gaussian noise parameter modulation’ due to the transmission 

of SαS noise as a carrier which had been transmitted with respect to the incoming 

message signal. Later on, SkαS distributed noise carrier was also utilized to encode 

binary messages in Cek (2015). Specifically, the S𝛼௜S and Sk𝛼௜S noise waveforms are 

transmitted in SαS and SkαS noise based SPSK techniques, respectively, for covert 

transmission of the binary information bit ‘i’ where 𝑖 ∈{0, 1}. Then, the corresponding 

noise sequences were transmitted through AWGN channel. The basic principle to 

propose SαS and SkαS noise based SPSK techniques lies in the exploitation of either 

the characteristic exponent ‘α’ of the SαS noise sequence or the skewness parameter ‘β’ 

of the SkαS noise sequence to encode binary messages which has been adopted in all 

the investigations conducted afterwards Xu et al. (2014), Xu et al. (2016) and Cek 

(2015b). At the intended receiver side, the estimation of the characteristic exponent ‘α’  

or the skewness parameter ‘β’ is performed by different estimators followed by a hard 

decision to determine hidden binary messages. Different receivers had been proposed in 

the past to increase the efficiency of SαS and SkαS noise based SPSK techniques which 

have been comprehensively reviewed in the subsections given below. 

 

 

3.2.1.1. Receiver based on SINC Estimator 

 

 

Since, the receiver in SαS and SkαS noise based SPSK techniques has to 

estimate the modulated parameter of the transmitted noise carrier, the first receiver 

based on SINC estimator was proposed in Cek and Savaci (2009). The receiver decodes 

the received SαS noise carrier signal 𝑥ሺ𝑘ሻ by utilizing the SINC estimator, introduced 

in Kuruoğlu (2001), to estimate the characteristic exponent ‘α’ according to the relation 

given below 

 

           𝑆𝐼𝑁𝐶 ቀ
௣గ

ఈ
ቁ ൌ ቂ

௣గ

ଶ
ቀ

஺೛஺ష೛

୲ୟ୬௣గ ଶ⁄
ቁ ൅ 𝑆௣𝑆ି௣ tan 𝑝𝜋 2⁄ ቃ

ିଵ
           (19) 
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 where 𝑘 ൌ 1, 2, ⋯ , 𝑇௕ and 𝑇௕ is the number of noise sample per binary information bit. 

Similarly, 𝑝 is the order of the fractional moments where the fractional moments 

𝐴௣ and 𝑆௣ can be computed by the relations given below  

 

                                𝐴௣ ൌ  ଵ

ே
∑ |𝑥ሺ𝑘ሻ|௣்್

௞ୀଵ                      (20) 

 

And 

                            𝑆௣ ൌ  
ଵ

ே
∑ 𝑠𝑖𝑔𝑛ሺ𝑥ሺ𝑘ሻሻ|𝑥ሺ𝑘ሻ|௣்್

௞ୀଵ                (21) 

 

 

3.2.1.2. Receiver based on Correlators 

 

 

Another receiver based on the non-coherent demodulator had been proposed in 

Xu et al. (2014). The sent binary information bit is decoded by calculating the 

correlation function of the received noise waveform during bit duration  𝑇௕ which is 

followed by a hard decision as shown in Figure 3.2. The output of the demodulator 

𝑍௠ሺ𝑡ሻ is given by 

 

                                           𝑍௠ሺ𝑡ሻ ൌ ׬ 𝑟ሺ𝑡ሻ𝑟 ቀ𝑡 െ ்

ଶ
ቁ 𝑑𝑡

்
೅
మ

                                 (22) 

 

where 𝑟ሺ𝑡ሻ equals the transmitted signal 𝑥ሺ𝑡ሻ. Perfect synchronization has been 

assumed throughout. However, no channel noise has been assumed here. A very simple 

decision rule has been used, i.e. the estimated binary information bit is declared as ‘0’ 

or ‘1’ ‘if  𝑍௠ሺ𝑡ሻ is greater or less than zero, respectively. The main benefit of the 

receiver shown in Figure 3.2 is that it avoids carrier recovery and synchronization 

issues. Moreover, the utilized decision rule is very simple which ensures fast data rate. 
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Figure 3.2. Receiver based on Correlators (Source: Xu et al. 2014) 

 

 

3.2.1.3. Receiver based on Logarithmic Estimator 

 

 

The main drawback of the receiver based on SINC estimator is that it requires 

inversion of the SINC function and selection of moment exponents. Moreover, SINC 

estimator requires large number of samples for accurate estimation of the modulated 

parameters ‘α’ or ‘β’ which comes brings upon a baggage of complex computations, 

hence, effects the speed of transmission. Therefore in Xu et al. (2016), the authors 

proposed a receiver based on logarithmic estimator in which they utilized logarithmic 

moments to estimate α. The intended receiver has to obtain the following moments  

 

                                     𝐿ଵ ൌ 𝐄ሾlog|𝑿|ሿ = 𝛹଴ ቀ1 െ ଵ

ఈ
ቁ ൅ ଵ

ఈ
ሺlog 𝜸

𝐜𝐨𝐬 𝜽
)                           (23) 

                 

                               𝐿ଶ ൌ 𝐄ሾሺlog|𝑿| െ 𝐄ሾlog|𝑿|ሻଶሿ = 𝛹ଵ ቀ
ଵ

ଶ
൅ ଵ

ఈమቁ െ ఏమ

ఈమ                       (24) 

 

                                   𝐿ଷ ൌ 𝐄ሾሺlog|𝑿| െ 𝐄ሾlog|𝑿|ሻଷሿ = 𝛹ଶ ቀ1 െ ଵ

ఈయቁ                          (25) 

 

where the polygama function values 𝛹୩ can be obtained by the relation given in 

Kuruoğlu (2001) as  

 

                                                         𝛹௞ିଵ ൌ ቀ
ௗ

ௗ௫
ቁ

௞
log гሺ𝑥ሻ |௫ୀଵ                                 (26) 

 

For precise estimation of ‘α’ in SαS noise based SPSK, centro-symmetrization given in 
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Kuruoğlu (2001) as 

 

                                       𝑿௄
ௌ ൌ 𝑿ଶ௄ െ  𝑿ଶ௄ିଵ~ Sα (β=0, 2𝛾, μ=0)                              (27) 

 

has to be applied on the received data to obtain the transformed data. Then ‘α’ can be 

estimated by equating the sample moments and actual moments. However, the higher 

order moments are not very noisy. Therefore, the authors in Xu et al. (2016) have 

solved the moment’s equation by setting 𝜃 ൌ 0. Similarly, the more clear representation 

for the estimates of α can be seen below     

                                             

                                                          α = ቀ
௅మ

అభ
െ ଵ

ଶ
ቁ

ିభ
మ                                                    (28) 

 

 

3.2.2. Performance Analysis of Different Receivers 

 

 

The BER performances of receivers based on SINC, Correlators and logarithmic 

estimators have been reviewed in this section while few drawbacks of each approach 

have also been pointed out.  The standard measure of signal strength in signal 

processing has always been associated with the power of a second-order process, i.e. 

E[X2]. This term E[X2] is usually linked with the physical concept of energy and power 

to analyze the performance of conventional communication systems. However, it is 

inapplicable α-stable distribution, i.e. when the processes have heavy tails. Therefore, 

the strength of the process cannot be associated with its second-order power as it is 

always infinite in the special case of heavy algebraic tails.  

Since, the AWGN channel power is also represented by its variance; therefore, 

measuring BER of intended receivers, against channel signal to noise ratio (SNR), is an 

effective criterion to measure the performances of conventional communication 

systems. However as discussed in Ma and Nikias (1995), second and higher order 

moments of α-stable distributions (excluding Gaussian distribution) do not exist, 

therefore, SNR can no longer be used to measure the quality of the channel in α-stable 

noise based communication systems. Therefore, there is a need for a special separate 

criterion which can serve the required purpose.  
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3.2.2.1. Performance Criterion 

 

 

To solve the problem of non applicability of SNR for α-stable noise based 

communication systems, mixed signal-to-noise ratio (MSNR) have been introduced in 

Ma (1996b) which is defined below as  

 

                                           MSNRௗ஻ ൌ 10 log ఊ

ఊಸ
                                            (29) 

 

where 𝛾 and 𝛾ீ  are the dispersion parameters of the information bearing α-stable 

random carrier signal and the channel noise, respectively, while BER is the percentage 

of bits with errors divided by the total number of transmitted bits. 

           Similarly, geometric signal-to-noise ratio (GSNR) is another important criterion 

to analyze α-stable noise based communication systems which has been recently 

defined and used in Xu et al. (2016) as 

 

                                                  GSNRௗ஻ ൌ 10 logଵ଴
ௌబ,ഀ

మ ሺ௑ሻ

ௌబ,೒
మ                                          (30) 

 

where 𝑆଴,ఈ
ଶ  is the geometric power defined in Xu et al. (2016) as 

 

                                                 𝑆଴,ఈ ൌ 𝛾𝐶௚

భ
ഀ

ିଵ ൌ  𝑒ாሾ୪୭୥|௑|ሿ                                          (31) 

 

 where 𝐶௚ ≅ 1.78 is the exponential of Euler constant. For example, let say the PDF of a 

Gaussian distribution is 𝑓ሺ𝑥ሻ ൌ ଵ

√ଶగఊ೒
𝑒

షೣమ

మം೒
మ
 and its geometric power is represented as  

 

                                                             𝑆଴,௚ ൌ
ఊ೒

ඥଶ஼೒
                                                       (32) 
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3.2.2.2. Performance Evaluation 

 

 

In order to practically implement SPSK techniques, better receiver designs are 

needed to first optimize SαS and SkαS noise based communication systems. Therefore, 

it is necessary to review the performances of previously proposed receivers in order to 

discuss their limitations. Therefore, BER of previous receivers based on SINC, 

Correlation and logarithmic estimators introduced in Cek and Savaci (2009), Xu et al. 

(2014) and Xu et al. (2014) has been compared in this sub-section where the BER have 

been computed against either MSNRௗ஻ or GSNRௗ஻.  In order to perform the 

comparative analysis of the three receivers, the receiver based on SINC estimator 

introduced in Cek and Savaci (2009) has first been compared with the Correlation 

receiver which has been proposed in Xu et al. (2014) and then with the receiver based 

on the logarithmic estimator which has been proposed in Xu et al. (2014). 

The receiver proposed in Cek and Savaci (2009) which is based on SαS noise 

based SPSK technique estimates the characteristic exponent ‘α’ of the received 

sequence and a hard limiter declares the transmitted binary information bit as ‘0’ or ‘1’. 

The BER performance of the receiver based on SINC estimator has not been computed 

in Cek and Savaci (2009) but certain limitations have been pointed out in Xu et al. 

(2014). Firstly, due to the utilization of two SαS noise sequence generators in the 

transmitter side, the complexity of the adopted approach in Cek and Savaci (2009) to 

propose the first SαS noise based communication system has been increased. Secondly, 

increasing the difference between 𝛼଴ and 𝛼ଵ increases the risk of being detected by an 

eavesdropper, hence results in worse security while achieving efficient BER rate. In 

contrast, decreasing the difference between 𝛼଴ and 𝛼ଵ increases the risk of being 

undetected by an intended receiver, hence results in worst BER rate while improving 

the security. Thirdly, the transmission rate is low as large numbers of samples, i.e. 

greater bit duration, are required to accurately estimate the modulated characteristic 

exponent ‘α’. The shortcoming of receiver based on SINC estimator SαS noise based 

communication systems prompted the authors in Xu et al. (2014) to propose correlation 

based receiver which has shown efficient BER performance in Xu et al. (2014) as  
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Figure 3.3. BER vs. MSNRdb for different a) characteristic exponents ‘α’ and  

                   b) bit duration ‘Tb’ (Source: Xu et al. 2014) 

 

 

The performance of the correlation based receiver has been shown in Figure 3.3 

where different values of ‘α’ and ‘Tb’ are utilized to broaden the universality of the 

result. In Figure 3.3a, The BERs of the correlation based receiver in Xu et al. (2014) has 

been evaluated for various values of ‘α’ which shows that fixed Tୠ ൌ 100 BER 

gradually decreases with the increase in the values of α and vice versa. Similarly in 

Figure 3.3b, with fixed α, the BER reduced with the increment in number of noise 

samples representing single binary information bit.  

Another receiver proposed in Xu et al. (2016) for enhancing the performance of 

SαS noise based communication system has also been compared with the receiver based 

on SINC estimator. The corresponding BERs have also been evaluated against GSNRௗ஻ 

in Xu et al. (2016) as given in Figure 3.4. 
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Figure 3.4. BER performance in AWGN channels with 𝛼଴= 1.0, 𝛼ଵ = 1.5 and 

                  N = 100, 400, 1000, respectively BER vs. GSNRdb for different bit   

                 duration ‘Tb’ (Source: Xu et al. 2016) 

 

 

In Figure 3.4, the BER performance of the receiver based on logarithmic 

estimator has been compared with receiver based on SINC estimator in AWGN channel 

has been examined which has been characterized by GSNRdb and bit duration Tb of the 

transmitted SαS noise realizations. The receiver based on logarithmic estimator has 

outperformed the receiver based on SINC estimator at every point. It can be seen that 

BERs decrease rapidly with the increment in Tb which is similar to previous 

comparison. At low GSNRdb, both receivers have increased BERs while at GSNRdb ൏ 0 

the BER reaches to a level, i.e. BER = 0.5, in which communication is not possible. 

Furthermore, the BER starts to degrade at high GSNRdb, i.e. GSNRdb ൐ 5 dB. 

 

 

3.3. M-Ary alpha-stable noise modulation 

 

 

Due to the progress of SαS and SkαS noise based communication systems to 

implement binary SPSK and successful BER analysis of the proposed designs, the α-

stable noise modulation capable to transmit M-ary binary information was also 

proposed in Cek (2015b) which was named as ‘M-ary symmetric α-stable differential 

shift keying (M-ary SαS-DSK)’. The proposed M-ary SαS-DSK has also reflected 
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efficient BER performance in comparison to its previous counterparts, i.e. 2-ary SαS 

and SkαS noise carrier based communication systems. 

The M-ary SαS-DSK transmits SαS distributed noise signal generated within 

interval ቂ0, ்್

ଶ಼ቃ. The imposed sequential delay operation modifies the transmitted 

impulsive noise signal in accordance to the depending on the transmitted bit block 

which is then multiplied with  ‘−1’ or ‘1’ in accordance with the corresponding binary 

information bit holding the hidden information content for an intended receiver. 

 

 

 

 

Figure 3.5. Proposed receiver of M-ary SαS-DSK (Source: Cek 2015b) 

 

 

The receiver shown in Figure 3.5 has an identical structure of the transmitter but 

in the reverse order, hence, the first recovered message at the intended receiver side is 

the last coded message bit at the transmitter side. The receiver performs by sequentially 
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separating the received signal in to two parts where the co-variation is computed among 

the first and second half of the signal. The binary information bit is estimated by 

monitoring the sign of co-variation. The transmitted k-bit block of data can be obtained 

by repeating the above procedure k times. 

 

 

       

 

Figure 3.6. BER performances of the M-ary SαS-DSK w.r.t. different 𝑇௕,  

                  (a) 𝑇௕  = 1600, (b) 𝑇௕ = 6400 (Source: Cek 2015b) 

 

 

The BER performance of M-ary SαS-DSK as shown in Figure 3.6 

demonstrates that the proposed M-ary SαS noise based SPSK techniques is capable to 

achieve efficient BER rate while keeping the sample size ‘𝑇௕’ and  characteristic 

exponent as ‘α’ as small as possible. 

 

 

3.4. Prospective Research Pathways 

 

 

Since, SPSK or stochastic noise based communications is a new field in 

comparison to conventional spread spectrum communications or unconventional 
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chaotic communications, there are many prospective research pathways and ongoing 

issues which have immense potential for research. Due to the discussed benefits of α-

stable noise as a random carrier in implementing SPSK techniques, significant interest 

have been seen in SαS and SkαS noise based stochastic communication systems in the 

last decade. Therefore, α-stable noise is now considered as the most convenient carrier 

to carry out stochastic communications; hence, immediate attention is required in this 

area. For that reason, many potential research pathways and ongoing issues have been 

discussed in this section where most of them have been addressed in the later chapters 

of this thesis. 

Among the most issues, the one which was mostly being addressed in the last 

decade is to develop better receivers which can provide best possible BER 

performances so that practicality of stochastic communication systems can be 

increased. Therefore, optimized models of SαS and SkαS noise based SCSs are 

required. 

Apart from analyzing SαS and SkαS noise based SCSs solely on the basis of 

BER performances, some common criterion is needed to measure the covertness of 

various SαS and SkαS noise based SCSs. Moreover, any clear cut criterion which is 

capable of quantifying the covertness of SαS and SkαS noise based SCSs would be a 

great contribution to this area. Similarly, all the investigations related to SαS and SkαS 

noise based SCSs have assumed perfect synchronization in the past where no exact 

method have been presented yet to synchronize SCSs. Therefore, any synchronization 

criterion, if introduced, can significantly boost the amount of research conducted in this 

field.  

Unlike wise in chaotic communications, there are no attacks, algorithms and 

methods available to judge and predict the level of security derived from any proposed 

design of SαS and SkαS noise based SCS. Therefore, some attack is required which can 

be used to analyze various SαS and SkαS noise based SCSs from the perspective of an 

eavesdropper. Moreover, counter attack guidelines require an immediate attention.  

The authors have addressed all these issue in the later chapters of the thesis 

where some of them have been left open for future research. 
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CHAPTER 4  

 

 

OPTIMIZED MODEL OF ALPHA-STABLE NOISE BASED        

               RANDOM COMMUNICATION SYSTEMS 

 

The first aim of this chapter is to design optimized model of α-stable noise 

carrier based Random Communication System. As a second aim, the first 

synchronization method for RCS has been proposed by utilizing the classic concept of 

Pilot Assisted Synchronization (PAS). 

 

 

4.1. Random Communication System through Maximum Extreme 

Value Method based Estimator 

 

 

The proposed RCS is based on the skewed α-stable (α-stable) noise sequence 

which is chosen as the random carrier to modulate the binary message at the transmitter 

side. Antipodal characteristic of the skewness parameter beta (β) is exploited for 

decoding information at the receiver side to obtain a secure communication system. A 

fast estimator used in this thesis is based on Modified Extreme Value Method (MEVM) 

to extract the binary message from the signal received through the Additive White 

Gaussian Noise (AWGN) channel. Our proposed receiver is achieving better BER 

versus Mixed Signal to Noise ratio (MSNR) than previously introduced receivers which 

are based on Sinc and Logarithmic estimators. MEVM estimator is indeed less complex 

compared to the Sinc and Logarithmic estimators, hence, faster. 

 

 

4.1.1. Introduction  

 

 

A complete stochastic communication system based on SPSK was first 
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introduced in Salberg & Hanssen (1999).  In their system, two different ARMA 

processes were used to send binary messages. In Cek & Savaci (2009), the authors 

introduced SαS noise as a random carrier in their proposed random communication 

scheme and the characteristic exponent ‘α’ which is the impulsiveness measure of the 

data has been used for encoding the binary message. A sinc estimator introduced in 

Kuruoğlu (2001) was used in Cek & Savaci (2009) to estimate the binary message from 

the received signal. Later on, BER of the scheme introduced in Cek & Savaci (2009) 

was evaluated in Xu et al. (2014). However in Cek (2015), the random communication 

scheme was modified by using skewness parameter (𝛽) of skewed α -stable noise as a 

random carrier and better performance was obtained. A new model of SαS 

communication system based on a logarithmic moment estimator was introduced 

recently in Xu et al. (2016). Both sinc estimator and logarithmic estimator used in Cek 

& Savaci (2009) and Xu et al. (2016) were first introduced in Kuruoğlu (2001). While 

sinc estimator is more simple and fast compared to the logarithmic estimator however 

the logarithmic estimator is more accurate in sense of BER and therefore the choice of 

estimator would depend on the type of communication data. However, the newly 

introduced receiver in this study uses MEVM given in Kuruoğlu (2001) to estimate the 

skewness parameter ‘𝛽’ of the tail statistics of the received signal through AWGN 

channel. MEVM which estimates ‘𝛽’ has been built on the Extreme Value Method 

(EVM) proposed in Tsihrintzis and Nikias (1996), where ‘α’ is estimated. In Kuruoğlu 

(2001), it is claimed that the EVM is the fastest among the proposed three estimators. 

But the tradeoff between computational complexity and better BER performance has to 

be done when choosing EVM for the decoding process where both computational 

complexity and BER efficiency depends on the sequence of length “K” and the number 

of segments “L” of the EVM estimator. 

 

 

4.1.2. System Description  

 

 

In this section, the need of having a fast estimator with least complexity and 

BER efficiency for random communication system using skewed α-stable distribution 

has been fulfilled with MEVM estimator. BER performance with respect to the 

parameters (α,β,𝛾,μ) of the skewed α-stable distribution has been simulated for the 
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proposed random communication system. Perfect synchronization between the 

transmitter side and the receiver side is assumed in our proposed system. The proposed 

random communication system is shown in Figure 4.1.  

 

 

 

 

            Figure 4.1. Block diagram of the Optimized RCS 

  

 

4.1.2.1. Skewed Alpha-Stable Noise Shift Keying based    

              Transmitter 

 

 

The binary message sequence is taken from Bernoulli random variable that 

produces ‘1’s and ‘0’s with equal probability and considered as uncorrelated. However, 

the factor of correlation in bits to decode information is already exploited before in Xu 

et al. (2014) and and recently Xu at al. (2017). The binary message is encoded by 

skewness parameter ‘β’ of the α-stable Levy noise X which has distribution Sα (β, ɤ, μ) 

“i.e. X ~Sα (β, ɤ, μ)”. X0 ~Sα (β0, ɤ, μ) is used to code message signal ‘0’ and X1~Sα (β1, 

ɤ, μ) where β1 = - β0 is used to code message signal ‘1’. 

The characteristic function of α-stable Levy noise X ~ Sα (β, ɤ, μ) having α-

stable distribution is expressed in (2). Duration length of the samples x0 & x1 are 

denoted by 𝑇௕. N represents the number of noise samples per information bit and 𝑇௕ is 

the duration for the consecutive noise samples and hence 𝑇௕𝑁 is the duration needed to 

encode single message bit. In Figure 4.2, the binary message sequence and the 
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corresponding transmitted noise sequence with 𝑇௕ = 1 and N=1000 are shown. The 

noise sequence which has skewed α–stable Levy noise has been generated by the 

method given in Janicki and Weron (1994). Because of the infinite variance of skewed 

α–stable noise for 𝛼 ൏ 2; few large amplitude samples can only be observable in the 

transmitted noise sequence in the bottom part of Figure 4.2 with the scale of 107. 

 

 

 

 

Figure 4.2. Binary Message sequence (Top), Transmitted Signal In time  

                  (Bottom); Bit length Tୠ=1, N = 1000 noise samples per information           

                   bit, TୠN=1× 103 

 

 

4.1.3. Modified Maximum Extreme Value Method based receiver 

 

 

The receiver is based on estimating the skewness parameter of the received 

signal from AWGN channel by MEVM Estimator given in Kuruoğlu (2001). The 

method proceeds by subdividing the received data {x1, x2, .... , xN} in duration 𝑇௕𝑁 

consisting of N samples into L non overlapping segments of length K (i.e. 𝐾 ൌ 𝑁/𝐿). 

The logarithms of the maximum and minimum samples from each segment l (where l 

=1, 2, .... , L) from total L segments are then computed and denoted by Ylmax and Ylmin.  

 

                               𝑌௟௠௔௫  ൌ 𝑙𝑜𝑔 ሼ𝑚𝑎𝑥ሺ𝑥௟௄ି௄ା௜| 𝑖 ∈ 1,2, … , 𝐾ሻሽ                   (33) 
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                                              𝑌௟௠௜௡  ൌ 𝑙𝑜𝑔 ሼെ𝑚𝑖𝑛ሺ𝑥௟௄ି௄ା௜| 𝑖 ∈ 1,2, … , 𝐾ሻሽ                    (34) 

The sample means and corresponding variances of Ylmax and Ylmin and Estimates 

for 𝛽 are then obtained as  

 

                           𝑌௠௔௫  = 
ଵ

௅
 ∑ 𝑌௟௠௔௫

௅
௟ୀଵ   ;    𝑠௠௔௫

ଶ ൌ  ଵ

௅ିଵ
 ∑ ሺ𝑌௟௠௔௫ െ 𝑌୫ୟ୶ሻଶ௅

௟ୀଵ                  (35) 

 

                           𝑌௠௜௡  = 
ଵ

௅
 ∑ 𝑌௟௠௜௡

௅
௟ୀଵ     ;    𝑠௠௜௡

ଶ ൌ  ଵ

௅ିଵ
 ∑ ሺ𝑌௟௠௜௡ െ 𝑌୫୧୬ሻଶ௅

௟ୀଵ                   (36) 

 

              𝛽መ ൌ 1 െ  ଶ

ୣ୶୮ ሺఈෝሺௌ೘ೌೣିௌౣ౟౤ሻሻ
        where       𝛼ො ൌ  గ

ଶ√଺
ሺ ଵ

௒೘ೌೣ
൅ ଵ

௒೘೔೙
ሻ     (37) 

 

and the binary message is estimated using hard decision.  

Bias in MEVM estimator:  

MEVM estimator ‘𝛽መ’ is not an unbiased estimator of 𝛽 as mentioned in 

Kuruoğlu (2001) and  Tsihrintzis and Nikias (1996). The bias of the MEVM estimator 

𝛽 ෡  increases as alpha approaches to two (Gaussian case). Otherwise, it is capable of 

giving estimates close to maximum likelihood (ML) estimates as mentioned in 

Kuruoğlu (2001) and Tsihrintzis et al. (1996). Additionally, the bias of the MEVM 

estimator ‘𝛽መ’ can be kept under control if large data sets (N) and number of segments 

(L) are used as proven in Table II in Tsihrintzis et al. (1996). And it can be seen in our 

results, that due to the utilization of large ‘L and N’, our proposed approach is giving 

good performance in the sense of BER. 

     Complexity and fastness of MEVM estimator:  

In Xu at al. (2016), it was explained that the logarithmic estimator is faster 

compared to the SINC estimator. The sinc estimator is much complex because it 

requires the calculation of absolute and signed fractional moments and inversion of sinc 

function each time for decoding a single binary bit.  

However, the logarithmic estimator also requires equating sample moments and 

the actual moments and then we may solve for the characteristic exponent and skewness 

parameter using the third-order moment for decoding a single binary bit which is 

considered as a drawback Kuruoğlu (2001).   

Whereas, the simplicity of the MEVM estimator can be seen in (33-37) which 

requires the calculation of simple mean and variances of the observed data each time. It 

decreases the amount of computation and lessons the overall complexity of the receiver. 
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Hence, it is claimed as fast estimation approach than sinc and logarithmic estimators by 

Kuruoğlu (2001). 

The received noise sequence through AWGN channel and the estimated beta 

parameters together with the corresponding estimated binary message have been shown 

in Figure 4.3.  

 

 

 

 

Figure 4.3. Received Signal from AWGN Channel in time Domain (Top),  

                  Estimated Beta parameters and recovered binary message (Bottom);  

                  Bit length Tୠ=1, N = 1000 noise samples per information bit,  

                  TୠN=1× 103. 

 

 

4.1.3. Performance Evaluation and Comparison  

 

 

The length and number of segments termed as ‘K and L’ are very crucial factors 

and they determine the computational complexity level of our newly proposed receiver. 

MEVM has never been used before in the receiver to optimize BER performance and to 

maximize or minimize the computational complexity of the receiver in random 

communication systems. The minimum number of segments and the length of segments 

L୫୧୬ and K୫୧୬ , respectively are at least equal to two and the maximum number of 
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segments and length of segments L୫ୟ୶ and  K୫ୟ୶ are at most equal to  ୒
ଶ

  (i.e. L୫୧୬ ൌ

K୫୧୬ ൌ 2 and L୫ୟ୶ ൌ K୫ୟ୶ ൌ  ୒

ଶ
 ). 

In Figure 4.4, BER vs. MSNR performance of our proposed receiver has been 

shown where MSNR or Dispersion Ratio (DR) are defined as in Liu et al. (2009) while 

BER is the percentage of bits with errors divided by the total number of bits that have 

been transmitted. 

 

                                            MSNRௗ஻ ൌ 10 log ఊ

ఊಸ
                                            (38) 

 

where 𝛾 and 𝛾ீ  are the dispersion parameters of the information bearing α-stable 

random signal and the channel noise, respectively. It can be clearly seen that our newly 

proposed receiver is outperforming the receivers based on covariance method (COV) 

and Fractional lower-order covariance method (FLOC) proposed in Xu et al. (2014) and 

Cek (2015), respectively. Additionally, it is giving better BER for various values of ‘K’ 

of MEVM estimator hence resulting in various choices of complexity level. Also better 

BER can be obtained for α ൏ 1.6.  

 

 

 

 

      Figure 4.4. BER vs. MSNR (dB) with different ‘L and K’ of estimator in AWGN 

                        channel; transmitted bits=1000; where α = 1.6; (Where β1 = - β0= 1). 
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4.2. Synchronized Random Communication Systems  

 

 

The Pilot Assisted Synchronization (PAS) method for RCSs has been proposed 

in this section. The pilot symbol which has α-stable distribution has been used to 

establish synchronization and to maintain covertness in RCSs. The introduced 

Synchronization Block (SB) consists of Fractional Lower order Covariance based 

Correlators (FLOCCs), Threshold Detectors (TDs) and the Synchronization Control 

Block (SCB). In order to measure the performance of the proposed SB, the performance 

criterion, i.e. Confidence Ratio (CR), has been proposed. The Reliability of the 

proposed SB can be enhanced by altering the Confidence Ratio (CR) and the Achieved 

Confidence Ratio (ACR) by using the FLOCCs and TDs in SB. 

 

 

4.2.1. Motivation and Background  

 

 

From the first stochastic process shift keying based RCS introduced in Salberg 

et al. (1999) to the recently introduced optimized model of RCS in Areeb and Savaci 

(2017), all RCSs studies mentioned above assume perfect synchronization. However, 

the method to achieve synchronization in RCSs has not been introduced. In order to 

fulfill the gap of synchronization issue in RCSs and to keep the synchronization error 

below the available synchronization error margin given in Ahmed and Savaci (2017b), 

in this section we have newly developed the concept of PAS for RCSs by FLOC 

method. 

Since α-stable distributions do not have second and higher order statistics; 

FLOC method was introduced in Ma and Nikias (1996) to correlate α-stable noise 

signals. Hence, FLOC based receiver for α-stable noise based communication system 

was also introduced in Cek 2015. Similarly, an approach based on lag-frequency map, 

i.e. FLOC, enhanced FLOC, i.e. FLOC-LM, and its integrated versions have been 

utilised to detect faults in α-stable noise based mechanical system in Żak et al. (2017). 

Addtionally, a brief comparison of FLOC and Cauchy score functions based MUSIC 

algorithms in α-stable noise environments has been done in in Żhang et al. (2017). 

However, due to idea to utilize FLOC to synchronize RCSs, further concerns related to 
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the performance of FLOC for complete range of parameters related to the α-stable 

noise, needs to be investigated; so that precise and accurate synchronization can be 

established in RCSs. Therefore, structure and performance of FLOC method in α-stable 

noise environments has been evaluated first. 

 

 

4.2.2. Structure and Performance Evaluation of Fractional    

           Lower-Order Covariance method in α-Stable noise  

           environments 

 

 

In order to address the above issues, in this sub-section, we have analyzed the 

effects of skewness and impulsiveness parameters of α-stable distributed noise on the 

FLOC method. The auto-correlation, i.e. auto-FLOC, of alpha stable noise signals with 

and without AWGN noise has been done to monitor the robustness of FLOC method. 

Different ranges of the parameters related to the α-stable distributed noise which 

resulted in maximum auto-FLOC values, have also been discovered. Additionally, a 

trend in auto-FLOC values has been observed which is dependent on the skewness and 

impulsiveness parameters of α-stable distributed noise. The results would help to 

optimize all types of communication systems which are based on α-stable noise and 

FLOC method.  

 

 

4.2.2.1. Fractional Lower-Order Covariance method 

 

 

If a given pair of N observation of α-stable distributed noise X ~ Sα (β, 𝛾, μ) is 

expressed as {𝑥ሾ1ሿ, … , 𝑥ሾ𝑛ሿ; 𝑛 ൌ 1,2, … , 𝑁} then the auto-FLOC of X ~ 𝑆ଵஸఈஸଶ (β, 𝛾, μ), 

denoted by 𝑅ௗሾ𝑘ሿ, is estimated in Ma and Nikias (1991) as 

 

                      𝑅ௗሾ𝑘ሿ ൌ
∑ |௫ሾ௡ሿ|ೌ . |௫ሾ௡ା௞ሿ|್.ಿమ

೙స ಿభశభ  ௦௜௚௡ሺ ௫ሾ௡ሿ .  ௫ሾ௡ା௞ሿሻ

ேమି ேభ
                     (39) 
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where 𝑘 = ( ିே

ଶ
, ே

ଶ
 ), 𝑁ଵ = max (0, - k ) , 𝑁ଶ = min (N - k , N ) and the fractional powers 

are a = b= 
ఈ

ଶ
  and  𝑠𝑖𝑔𝑛ሺ𝑥ሻ is given (3). 

Similarly, the signed FLOC for X ~ 𝑆ఈழଵ (β, 𝛾, μ), denoted by ‘𝑅ௗሾ𝑘ሿ’, is estimated in 

Ma and Nikias (1991) as 

 

                                         𝑅ௗሾ𝑘ሿ ൌ
∑ ௦௜௚௡ሺ ௫ሾ௡ሿ .  ௫ሾ௡ା௞ሿሻಿమ

೙స ಿభశభ

ேమି ேభ
                                     (40) 

 

where the fractional powers ‘a’ and ‘b’ are taken as  a = b= 0. Auto-correlation, i.e. 

auto-FLOC of non delayed alpha stable distributed noise signals can be obtained as 

𝑅ௗሾ0ሿ by (39, 40). 

Remark: FLOC is applicable to both Gaussian and impulsive noise environments which 

makes it a robust and efficient delay estimation method, i.e. α can fluctuate between its 

defined range of (0, 2] as proved in Ma and Nikias (1991).  

 

 

4.2.2.2. Performance Evaluation 

 

 

The effects of impulsiveness and skewness parameters of α-stable distributed 

noise signal on FLOC method has been analyzed in Figures 4.5-4.8. Firstly, the FLOC 

of α-stable noise signal alone, i.e. X, with its non-delayed and delayed versions has 

been computed in Figures 4.5, 4.6.  

Secondly, the FLOC of α-stable noise signal with AWGN noise, i.e. X+G, with 

its non-delayed and delayed versions has been computed in Fig 4.7, 4.8. It has been 

observed that auto-FLOC of ‘X’ and ‘X+G’, i.e. 𝑅ௗሾ𝑘ሿ, increases or decreases in a 

specific trend when characteristic exponent 𝛼 (0 ൏ 𝛼 ൑ 2ሻ and the skewness parameter 

𝛽 (െ1 ൑ 𝛽 ൑ 1ሻ of X fluctuates in some specific ranges.  The used parameter values 

have been listed in the following section A.  
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Figure 4.5. Performance of FLOC method for α-stable noise ‘X’ with α=0.5, 𝛾  

                  = 1.0 and µ = 0 

 

 

                     

Figure 4.6. Performance of FLOC method for α-stable noise ‘X’ with α=1.5, 𝛾 =  

                  1.0 and µ = 0 

 

 

The discussion on the results and the observed trend of auto-FLOC, i.e. 𝑅ௗሾ0ሿ, 

of non-delayed signals ‘X+G’ has been summarized in  Section B. The obtained results 

or the observed trend of α-stable noise signals in Table 4.1 are concluded by performing 

10,000 Monte Carlo simulations or realizations. The resultant FLOC values on y-axis, 

i.e. Rd[k] shown in Figures 4.5-4.8, are actually the mean or average values of Rd[k]. 
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Figure 4.7. Performance of FLOC method for α-stable noise ‘X+G’ with α=0.5,  

                  µ = 0, MSNR = -4 dB 

 

 

 

 

Figure 4.8. Performance of FLOC method for α-stable noise ‘X+G’ with α=1.5,    

                  µ = 0, MSNR = -4 dB 

 

 In order to define the amount of Gaussian noise, i.e. G~ Sα=2 (β=0, 𝛾, μ), 

mixed with the α-stable noise signal, the generalized signal to noise ratio should be 

defined to measure the severity of the α-stable noise signal contaminated by Gaussian 

noise. Therefore, the MSNR or DR has been used. The mixture containing α-stable 

noise samples along with Gaussian noise samples  is highly influenced or becomes 

more contaminated by Gaussian noise samples as we decrease the MSNR, i.e. by 
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decreasing the dispersion parameter of α-stable noise signals or by increasing 

dispersion parameter of Gaussian noise, and vice versa. 

Simulation Parameters: 

The simulations shown in Figures 4.5 – 4.8 have been made for N=300, location 

parameter μ = 0 and MSNR = -4dB. The correlation of α-stable noise signal has been 

done by its delayed versions in a range k (െ150 ൏ 𝑘 ൑ 150ሻ. The Figures 4.5, 4.6 and 

Figures 4.7, 4.8 shows the results for the correlation conducted by the FLOC method 

with and without AWGN noise, respectively. The simulations have been shown for 

various values of characteristic exponent 𝛼 (0 ൏ 𝛼 ൑ 2ሻ and the skewness parameter 𝛽 

(െ1 ൑ 𝛽 ൑ 1ሻ; where results for each individual value is shown and listed in Figures 

4.5 – 4.8. 

Experimental Results: 

The FLOC of X and X+G increases with the decrement in α which means higher 

values of FLOC are observed as the α-stable noise X becomes more impulsive in nature 

which can be understood by comparing specifically the value 𝑅ௗሾ0ሿ of Figure 4.5 with 

Figure 4.6 and of Figure 4.7 with Figure 4.8. Additionally, at lower values of α of α-

stable noise X, higher FLOC is observed as 𝛽 approaches its lowest value of 𝛽 = -1. 

 

 

Table 4.1.  Trend of FLOC method in α-stable noise. ↑, ൎ and →  are used to    

                  indicate ‘increasing’, ‘almost same’ and ‘approaching’ respectively 

 

 

 

 

As shown in Figures 4.5, 4.7, the auto-FLOC of X and X+G, for α=0.5, 

increases a bit or remains almost same as 𝛽ା approaches its extreme value of 𝛽ା= 1, 

however, it increases abruptly as 𝛽  approaches its extreme value of 𝛽 = -1.  On 

 

Impulsiveness ‘α’ Skewness ‘β’ 

Trend of Auto-FLOC of 

non-delayed signals at 

‘𝑹𝒅ሾ𝟎ሿ’ 

α= 0.5 
𝛽ା → 1 ൎ 

𝛽   → -1 ↑ 

α= 1.5 
𝛽ା  → 1 ൎ 

𝛽   → -1 ൎ 
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contrary in Figures 4.6, 4.8, the auto-FLOC of X and X+G, for α=1.5, remains almost 

same as both 𝛽ା and 𝛽  approaches their extreme values of 𝛽ା= 1 and 𝛽 = -1, 

respectively. This trend is also summarized in Table 4.1. Additionally, maneuvering the 

MSNR would scale or normalized the absolute value of y-axis, i.e. FLOC values, for 

same α and β. However, the trend of FLOC on α-stable distributed noise signals would 

remain the same which has been shown in this section.  

 

 

4.2.3. Overview of Pilot Assisted Synchronization  

 

 

Synchronization is a vital step in designing any wire-line or wireless 

communication system. Especially, in wireless communication systems, 

synchronization is very important due to the presence of much intense channel 

impairments, e.g. noise, fading, interference, distortion and attenuation. The Pilot 

Assisted Transmission (PAT) is a method in which a transmitter and receiver 

communicate through known information bearing signals, i.e. Pilot Symbols (PSs), to 

overcome the channel impairments by exploiting channel estimation, receiver 

adaptation, and optimal decoding. The concept of PAS through PAT was firstly 

introduced in Cavers (1995) as Pilot Symbol Assisted Modulation (PSAM). Some of 

the other approaches on PAT were focused on fast varying channels Tong et al. (2004). 

Currently, PAT is an essential element in modern wireless communication systems, for 

instance, the GSM system uses 26 bits PSs and the TDMA standard includes PSs at the 

beginning of each packet Tong et al. (2004). WCDMA and CDMA-2000 are third 

generation wireless communication systems which send PSs with information signals 

simultaneously. Fourth generation broadband systems like HyperLAN II and IEEE 

802.11 family also use PSs for communication Tong et al. (2004). 

Also in the conventional Spread Spectrum (SS) communication systems, 

synchronization is achieved between transmitter and receiver through PSs known as 

Pseudo-Noise (PN) codes Polydoros and Weber (1984), Polydoros and Weber (1984b) 

and Peterson et al. (1995). The method to synchronize chaotic communication systems 

by PN sequences for the PAS was proposed in Jovic et al. (2007). The advantage of 

using PN sequences as PSs is good correlation but it lacks security Burel and Bouder 
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(2000). Therefore, in order to improve the security of the chaotic communication 

systems the PAS approach using Gold sequences, i.e. shifted PN sequences, as PSs 

were introduced Kaddoum et al. (2009). However, the PAS method based on a chaotic 

pilot in Vali et al. (2010) has improved the security by achieving complete masking. 

Similarly, in Molecular Communication (MC), i.e. a biologically-inspired form 

of communication, where chemical signals are used to transfer information, 

synchronization is also vital to build diffusion-based MC systems Farsad et al. (2016). 

Most studies on MC systems have assumed perfect synchronization while recent 

researches focused on synchronization of MC systems. The studies in Zhou et al. 

(2005), Abadal and Akyildiz (2011), Abadal and Akyildiz (2011b), Moore and Nakano 

(2012) and Moore and Nakano (2013) have presented to achieve the PAS by using 

specific molecule types as PSs. In Zhou et al. (2005), two genes, i.e. luxI and luxR, are 

used as PSs in Synthetic Gene Regulatory Network (SGN). Similarly in Abadal and 

Akyildiz (2011) and Abadal and Akyildiz (2011b), the method of Biological bacterial 

Quorum sensing have been introduced in which the bacteria of different species are 

used as PSs for synchronization between the nodes of a nanonetwork. Additionally, in 

Moore and Nakano (2012) and Moore and Nakano (2013), the PAS method for 

molecular machine, i.e. a device with a size in the nano to micro-scale range, has been 

introduced where the pulses of inhibitory molecules, i.e. negative auto regulating 

molecules, are used as PSs. So, the PAS has been used in manmade communication 

systems as well as in the communication systems of nature. 

 

 

4.2.4. System Description 

 

 

In order to fulfill the gap of synchronization issue in RCSs and to keep the 

synchronization error below the available synchronization error margin given in Ahmed 

and Savaci (2017b), in this section we have newly developed the concept of PAS for 

RCSs. The proposed idea is inspired by the application of PAT and PAS in both 

manmade and natural communication systems discussed above. The proposed PAS 

method is based on the utilization of α-stable noise as the pilot sequence sampled from 

α-stable distribution. This pilot sequence is different from the random carriers which 

have been obtained from the α-stable distributions in the transmitter. The utilization of 
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α-stable noise as the pilot sequence ensures secrecy during synchronization interval 

which is the main objective of RCSs. Since, the second-order and higher order moments 

of α-stable random variable do not exist, all existing time delay estimation methods, i.e. 

correlation and covariance, which are based on second-order statistics cannot be applied 

for the synchronization of RCS. Therefore, FLOCC has been used as the new measure 

of similarity between two α-stable distributions Ma and Nikias (1996). Hence, the SB 

consisting of FLOCCs and multiple TDs have been proposed for the receiver side to 

predict the exact accepting time of the data. Also, the criterion known as CR to measure 

the reliability of the proposed SB has also been proposed. 

 

 

 

 

     Figure 4.9. Block diagram of the RCS based on α-stable Levy noise along with the  

                       proposed Synchronization Blocks on Transmitter and Receiver side. 

 

 

For synchronization, firstly, the pilot sequence pre known both by the 

transmitter and the intended receiver is produced in the ‘SB on the transmitter side’. 

Then, the cut off threshold value based on the FLOC of the PSs is predetermined; which 

is also pre known both by the transmitter and the intended receiver.  The number of 

FLOCCs and the number of TDs in the ‘SB on the receiver side’ is also pre decided 

both by the transmitter and the intended receiver. In proceeding subsections, the 

proposed synchronization method based on the pilot sequence which are also obtained 

from α-stable distributions are presented. Later on, the simulations have proved the 

achievement of the proposed SB. 
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4.2.4.1. Transmitter Block 

 

 

The proposed SB which has been embedded in RCS has been shown in Figure 

4.9. The pilot symbol X1 in SB is also obtained from another α-stable distribution, i.e. 

𝑋ଵ ~ Sα (𝛽መ , ɤ, μ), where 𝛽መ  ് β. 

Construction of the Pilot Symbol and Pilot Sequence: 

Pilot symbol 𝑋ଵ which is sent ‘m’ consecutive times to construct the pilot 

sequence P1 is described as 

 

                                    𝑃ଵ = [𝑋ଵ, 𝑋ଵ, … … , 𝑋ଵሿଵ ൈ௠ே                                          (41) 

 

where                                       𝑋ଵ = [𝑥ଵ 𝑥ଶ……… 𝑥ேሿଵ ൈே                                           (42) 

 

and ‘N’ represents the number of α-stable noise samples per pilot symbol. Every n-th 

pilot symbol ‘𝑋௡’ is constructed from the elements of 𝑋ଵ  defined below as          

                                                      

                                                 𝑋௡ = [𝑥௡ ……… 𝑥ேିଵା௡ሿଵ ൈே                                           (43) 

 

for  𝑛 ൌ 1, 2 … … … … ሺ𝑚 െ 1ሻ𝑁 ൅ 1                                     

 

and                                                        𝑥௡ = 𝑥௨ேା௡                                                      (44) 

 

for  u = 0, 1, 2….m-1 

 

Hence n-th pilot sequence 𝑃௡ is defined as  

                                       

                                                         𝑃௡ = [𝑋௡ , 𝑋௡ … … … 𝑋௡ ሿଵ ൈ௠ே                               (45) 

 

Fractional Lower Order Covariance for the Pilot Symbols: 

The FLOC vector ‘R’ consists of the FLOCs 𝑅௑భ௑ೖ
 of the pilot symbol 𝑋ଵ with 

the pilot symbols 𝑋௞ which has been obtained as  
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                                          R = [𝑅௑భ௑మ
  𝑅௑భ௑య

… …  𝑅௑భ௑ೖ
… … … … 𝑅௑భ௑ಿశభ

ሿଵ ൈே             (46) 

 

where the FLOC 𝑅௑భ௑ೖ
  is estimated as in Ma and Nikias (1996) 

 

                                      𝑅௑భ௑ೖ
ൌ

∑ |௫భሾ௡ሿ|ೌ .|௫ೖሾ௡ሿ|್.ಿమ
೙స ಿభశభ  ௦௜௚௡ሺ ௫భሾ௡ሿ.௫ೖሾ௡ሿሻ

ேమି ேభ
                          (47) 

 

for 𝑘 ൌ 2 … … … … 𝑁 ൅ 1    

where N1 = 0 , N2 = N  and the fractional powers are  a = b= 
ఈ

ଶ
 . Note that FLOCs 

between the n-th pilot symbol 𝑋௡ and the j-th pilot symbol 𝑋௝ satisfies the following 

relation                              

 

                                                            𝑅௑೙௑ೕ
 = 𝑅௑೙௑ሺೠಿశೕሻ  

                                               (48) 

 

for  𝑢 ൌ 0, 1, … … 𝑚 െ 1  and  𝑗 ൌ 𝑛 ൅  1, … … 𝑁 ൅ 𝑛. 

               If we assume that the additive channel noise is Gaussian then the noisy pilot 

symbols  𝑋௡
′  are assumed as  

 

                                       𝑋௡
′  = 𝑋௡  + G       and      G ~ S α =2(β, ɤ, μ)                                 (49) 

 

and ‘N’ represents the number of α-stable noise samples per pilot symbol. Every n-th 

pilot symbol ‘𝑋௡’ is constructed from the elements of 𝑋ଵ  and then the new FLOC 

vector ‘RG’ can be constructed as 

 

                             RG = [𝑅௑భ
′ ௑మ

′   𝑅௑భ
′ ௑య

′ … …  𝑅௑భ
′ ௑ೖ

′ … … … … 𝑅௑భ
′ ௑ಿశభ

′ ሿଵ ൈே                       (50) 

 

Remark: FLOC is a robust time delay estimation method that performs well not 

only for the Gaussian noise environments but also in the presence of impulsive noise, 

i.e. α can be of any value within its admissible range (0, 2], which has been proved in 

Ma and Nikias (1996). 

Cut-off Threshold ( L୲୦): 

              The cut-off threshold has been pre-determined as 
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                                  𝐿௧௛ = 
||ோ ||∞ ା || ோ ೝ೐೏ ||∞ 

ଶ
                                                     (51) 

 

where ||𝑅 ||ஶ =  𝑚𝑎𝑥ଵஸ௜ஸே |𝑟௜|= |𝑟௅| and  𝑅 ௥௘ௗ  is the reduced vector obtained 

by deleting 𝑟௅ from R.  

This  𝐿௧௛ is pre known both by the transmitter and the intended receiver which is 

used for hard decision in the threshold detection process. 

The idea of choosing  𝐿௧௛ as in (51) is that ||𝑅 ||∞ gives the highest FLOC value 

for 𝑅௑భ௑ೖ
 which is required as a threshold to the receiver for identification of the pilot 

symbol 𝑋ଵ. However, ||𝑅 ௥௘ௗ ||∞ give the highest FLOC value for 𝑅௑భ௑ೖ
 which is 

required as a threshold to the receiver for identification of all other pilot symbols, 

except 𝑋ଵ. Hence, the computed mid value, i.e. 𝐿௧௛, between ||𝑅 ||∞ and ||𝑅 ௥௘ௗ||∞ is 

found to be the best criterion for accurate detection of 𝑋ଵ on the receiver side. 

 

\  

4.2.4.2 Receiver Block 

 

 

The SB on the receiver side, shown in Figure 4.9, consists of total ‘D’ FLOCCs, 

TDs and the SCB for the pilot sequence tracking and acquisition. The choice of ‘D’ is 

arbitrary which has been used to measure the reliability of the SB from newly 

introduced criterion known as ‘CR’, explained in the following section. 

FLOCCs and TDs: 

The SB receives the pilot sequence ‘𝑌௡’ as 

 

                                                   𝑌௡   = 𝑃௡  + Nchannel                                                    (52) 

 

Since, it is transmitted through AWGN channel and Nchannel is the actual channel noise 

added to the transmitted pilot sequence 𝑃௡ which is defined below as  

 

                                         Nchannel ~ S 2 (0, ɤே௖௛௔௡௡௘௟=1, 0)                                          (53) 

 

Note that in 𝑌௡, the noisy sample data is different than 𝑋௡
′   because N channel is not known 

a priori while G in the transmitter side has been predicted as a channel noise a priori. 
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The d-th FLOCC starts taking samples of 𝑌௡ after a delay of ‘𝜏ௗ’ seconds where ‘𝜏ௗ’ is 

the respective delay for accepting the first sample for the d-th correlator.  

 

                                        𝜏ௗ ൌ
ሺௗିଵሻൈ ்ೞೌ೘೛೗೐

஽
        ሺ1 ൑ 𝑑 ൑ 𝐷ሻ                                  (54) 

 

and Tsample is the duration between two consecutive noise samples.   

Over detection, i.e. detection of one sample multiple times by a single TD during 

𝑇௦௔௠௣௟௘ duration, can be avoided by the proper selection of 𝜏ௗ’s with the following 

criterion 

 

                                    𝜏஽   ൏  𝑇௦௔௠௣௟௘                                                              (55) 

 

Some initial samples might be missed by the SB because of the random delay arising 

from the channel impairments like fading, multipath propagation etc. Therefore, the 

first received signal to SB might not be Y1 and every FLOCC starts correlating the N 

received samples with first pilot symbol “X1” from the time instant of reception. The 

FLOC procedure will then be repeated every Tsample seconds to look up for the required 

threshold level, i.e.𝐿௧ℎ. The first threshold will be achieved when the threshold value 

from FLOC 𝑅௑భ௒ಿశభ
 will be obtained. The threshold can be achieved on more than one 

Threshold detector which will help the SCB to register it as first Pilot symbol 

acquisition. 

Synchronization Control Block (SCB): 

We have arbitrary chosen the number of pilot symbols ‘m’ and  total number of 

FLOCCs ‘D’  equal to three and number of  α-stable noise samples ’N’ equals to five 

hundred.  In the flow diagram of SB, only m-1 pilot symbols are identified and for the 

chosen values of ‘m’, ’N’ and ‘D’ only two pilot symbols, i.e. m-1, are identified as 

shown in Figure 4.10. It illustrates the steps from noisy pilot samples reception and 

predicting the time instant of accepting the data samples. 
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Figure 4.10. Flow diagram of the Synchronization Block on Receiver side 

 

 

where the following definitions will further clarify Figure 4.10 

Performance Measure of the Pilot Sequence: 

In order to measure the performance of any pilot sequence, which is used to 

synchronize the RCSs, the following definitions are given below: 

Required Confidence Ratio (RCR): 

 

                                                           RCR ൌሶ  
 ஽ ೝ೐೜ 

஽
                                                      (56) 

 

where ‘D req’ is the required number of TDs that should achieve the required threshold, 

i.e. Lth , to claim pilot symbol acquisition and D req is selected by the transmitter and the 

intended receiver. 

Confidence Ratio (CR):  
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                                                             CR ൌሶ   ஽ ೌ೎ℎ 

஽
                                                       (57) 

 

where 𝐷 ௔௖ℎ is the number of TDs that have achieved the required threshold, i.e. Lth. 

Pilot Symbol Acquisition: 

The first pilot symbol acquisition, i.e. 𝑆௔௖௤
ଵ , is obtained at the FLOC 𝑅௑భ௒ಿశభ

 with the 

condition D ach = D req.  

Pilot Symbol Tracking Interval: 

The q-th pilot symbol tracking interval, i.e. 𝑇௧௥
௤ , continues until the time instant of q-th 

pilot symbol acquisition (i.e. 𝑆௔௖௤
௤ )   which is obtained at the FLOC 𝑅௑భ௒೜ಿశభ

 with the 

condition D ach = D req.  

The time instant for the q-th pilot symbol acquisition is defined below as  

 

                                                                𝑆௔௖௤
௤ ൌ ∑  𝑇௧௥

௞௤
௞ୀଵ                                            (58) 

 

for  𝑞 ൌ 1, … … 𝑚 െ 1   

Data Acceptance Time (DAT): 

The DAT tells the exact time instant, i.e. T data, to start acceptance of the data after 

synchronization as 

 

                                                      T data = 𝑆௔௖௤
௠ିଵ + 𝑇௣௦௬                                                                        (59) 

 

where 𝑇௣௦௬    is the duration of the pilot symbol.                              

Hence, the total duration required to establish synchronization, i.e. T sync, in RCS by the 

proposed method can be found as 

 

                                                           T sync = T pro + T data                                                                (60)             

 

where ‘T pro’ is the signal propagation time from transmitter to receiver. 

Overlapping Margin (OL୑): 

The received PSs may be partially overlapped with each other.  Assuming that, we have 

a specific percentage of overlapping between the noise samples of every pilot symbol 

denoted by ‘𝑂𝐿௉’ in the range 0 ൑ 𝑂𝐿௉ ൑ 1 then every noise sample 𝑥௡ of the pilot 

symbol 𝑋௡ will be overlapped with 𝑥௡ିଵ and 𝑥௡ାଵ for the first and last “ 
𝑶𝑳𝑷

𝟐
ൈ 𝑇௦௔௠௣௟௘” 
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interval, respectively, as shown in Figure 4.11. The overlapping margin, i.e. 𝑂𝐿ெ, in the 

range 0 ൑ 𝑂𝐿ெ ൑ 1, is the maximum percentage of overlapping, i.e. 𝑂𝐿௉, which can be 

resisted by the proposed synchronization method for fixed ‘D’ and ‘𝜏஽’ which is 

defined below as  

 

                                                𝑂𝐿ெ ൏
 ்ೞೌ೘೛೗೐ ି ఛವ  

்ೞೌ೘೛೗೐ 
                                                      (61) 

  

If 𝑂𝐿௉ is below 𝑂𝐿ெ for fixed ‘D’, ‘𝜏஽’ and ‘𝑇௦௔௠௣௟௘ ’ and 𝜏஽ is taken according 

to the criterion given in (55) then at least ‘D-1’ FLOCCs and TDs will be able to detect 

the sample correctly from the non-overlapping region of every noise sample 𝑥௡ of the 

pilot symbol 𝑋௡ which is also shown in Figure 4.11. However, 𝑂𝐿ெ decreases with the 

increment in ‘D’ and a tradeoff have to be maintained for this purpose. The utilized 

values of ‘D = 3’ gives the leverage of overlapping margin up to 33%, i.e. 𝑂𝐿ெ ൌ 0.33.  

 

 

 

 

Figure 4.11. Overlapped sample 𝐱𝐧 of the pilot symbol 𝐗𝐧 

 

 

To evaluate the overall performance of the proposed RCS, Bit Error rate (BER) 

vs. Mixed Signal to Noise Ratio (MSNR) performance has been analysed where MSNR 

or Dispersion Ratio (DR) is defined as in Ma and Nikias (1996) while BER is the 

percentage of bits with errors divided by the total number of bits that have been 

transmitted. 
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4.2.5. Simulation Results 

 

. 

The following simulations have been made for for ‘m=D=3’ and ’N=500’ as 

preselected parameters by the transmitter and the intended receiver. 

  

 

 

 

Figure 4.12. a) Pilot Sequence 𝑷𝟏 b) Noisy Pilot Sequence 𝑷𝟏
′  

 

 

                   

 

Figure 4.13. a) FLOCs of 𝐗𝟏𝐗𝐤  b) FLOCs of 𝐗𝟏
′ 𝐗𝐤

′  
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𝑇௣௦௬ is chosen as one second therefore the corresponding 𝑇௦௔௠௣௟௘ is equal 

to ଵ

ହ଴଴
 second. D req is chosen as two and hence RCR in (16) is 66 percent. The 

skewness parameter  𝛽መ  equals to 1 and location parameter μ equals to 0 has been used 

throughout the this section while the characteristic exponent α equals to 1.6 and MSNR 

equals to -4 dB has been used to obtain Figure 4.12, 4.13, 4.14, 4.15. 

Generation and FLOC of the Pilot Symbol and the Pilot Sequence: 

The Pilot sequence 𝑃ଵ and the noisy pilot sequence 𝑃ଵ
ᇱ, i.e. 𝑃ଵ + G, are shown in 

the top and bottom of the Figure 4.12, respectively.  The total duration of 𝑃ଵ
ᇱ is three 

seconds since 𝑇௣௦௬ ൌ 1 and m=3. 

The FLOC values (𝑅௑భ௑ೖ
) between the pilot symbol 𝑋ଵ and the pilot symbols 𝑋௞ 

of 𝑃ଵ  are shown. Similarly in Figure 4b, the FLOC values (𝑅 ௑భ
′ ௑ೖ

′ ) between the noisy 

pilot symbol  𝑋ଵ
′

 and the pilot symbols  𝑋௞
′  of  𝑃ଵ

′  are shown.  

The value of  𝐿௧ℎ of R and RG is also shown in Figure 4.13a and 4.13b, 

respectively. 

Performance of the proposed PAS method and SB on receiver side: 

The performance of the proposed SB on the receiver side is shown in this section. The 

three sampled versions of the received signal 𝑌௡ for FLOCCs are shown in Figure 4.14., 

which are obtained by the delay criteria in (54, 55). As explained above, the first 

received signal to SB might not be Y1 and hence Y260 has been chosen arbitrary as the 

first received 𝑌௡ to the SB. Therefore, from the total duration of 3 seconds, i.e. 𝑚 ൈ

𝑁 ൌ 3 ൈ500 samples, of the pilot sequence, the first 0.5 seconds, i.e. 259 samples 

approximately, are considered as not being received to the SB on receiver side while the 

later 2.5 seconds, i.e. 1241 samples, is considered as being received for decoding and 

establishing synchronization.  

         The outputs of TDs and 𝐿௧ℎ are shown in Figure 4.15a and in Figure 4.15b the first 

pilot symbol interval 𝑇௧௥
ଵ  ends at  𝑆௔௖௤

ଵ    when outputs of TDs are bigger than 𝐿௧ℎ .  

According to Figure 4.15a, the output of two TDs crossed the  𝐿௧ℎ  after 0.4 seconds 

approximately, hence resulting in CR of 66 percent therefore it has been registered as 

First acquisition, i.e. 𝑆௔௖௤
ଵ ൌ 0.4 𝑠𝑒𝑐. Similarly,  𝑆௔௖௤

ଶ ൌ 1.4 𝑠𝑒𝑐 is made after 𝑇௧௥
ଶ ൌ

1 𝑠𝑒𝑐 and hence after two, i.e. 𝑚 െ 1 acquisitions, the DAT gives the exact time of data 

acceptation, i.e. T data = 2.4 sec, in (59).  
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Figure 4.14. Received signals 𝐘𝐧 through AWGN channel 

 

 

        

 

      Figure 4.15. a) Output of Threshold Detectors b) Output of Synchronization Control    

                          Block 

 

 

4.2.6. BER Performance Evaluation 

 

 

The BER vs. MSNR performance of the proposed system for various 

characteristic exponents has been shown in Figure 4.16. The proposed system has 
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shown efficient performance as it is capable to achieve the targeted BER of 10ିଷ even 

with increased characteristic exponents, i.e. decreased impulsiveness. Moreover, the 

BER at any specific MSNR can be improved further by decreasing the characteristic 

exponent.  

 

 

 

 

         Figure 4.16. BER vs. MSNR for different characteristic exponents ‘α’ 

 

 

Effects of number of FLOCCs and TDs on CR: 

The number of TDs and FLOCCs in SB affect the Confidence Ratio (CR). The 

increase in the number of TDs and FLOCCs increase the CR as shown in Figure 4.17. 

Hence the confidence of the proposed synchronization scheme increases. The criterion 

‘CR versus D’ can be used to check the performance of any pilot sequence in 

establishing synchronization in RCS in comparison to the proposed pilot sequence 

obtained from α-stable noise. Also, the performance of the pilot sequences obtained 

from same or different noise distributions in different channels can also be analyzed. 

Since, the Pilot Symbols have α-stable distributions with infinite variance; it 

keeps the layer of security in preventing intruders during the synchronization interval. 

Also, the number of Pilot Symbols in the Pilot Sequence and the number of TDs in the 

SB are chosen a priori, both by the transmitter and the intended receiver; therefore, 

these parameters, besides increasing the security level, also allow the users to adjust the 

RCS according to the channel impairments. Moreover, using different impulsiveness 

parameter, i.e. characteristic exponent ‘α’, and the skewness parameter, i.e.𝛽መ , might 

bring capability to adjust the security of RCS for various channel conditions. 
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Figure 4.17. Confidence Ratio versus Number of detectors and FLOCCs in SB  

                    (CR versus D) 

 

 

Due to the utilization of α- stable noise, which has infinite variance, both as a 

random carrier and as a pilot symbol; the proposed PAS method for RCS might 

therefore, be more secure in comparison to different noise based and chaotic pilot 

symbol based synchronization methods. The new criteria CR and RCR in SB can also 

be used to measure the performance of any PAS methods for spread spectrum based 

communication systems. 

 

 

4.2.7. Optimization Criterion for Synchronized RCS 

 

 

Previously, the concept of PAS and FLOC has been incorporated together to 

synchronize α-stable noise based communication system which gave birth to SRCS. In 

this section, an optimization criterion, i.e. FLOC Margin, has been proposed to improve 

the efficiency of the FLOCCs at the receiver side, hence, resulting in enhanced BER 

performance of SRCS. Since, the characteristic exponent and impulsiveness parameter 

are mainly responsible in generating and shaping up the required pilot sequence, 

therefore, the effects of these parameters on BER performance has also been observed 

by fluctuating them in their respective ranges. It has been shown that the proposed 

optimization criterion increases the BER efficiency of SRCS and also reveals the 
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specific range of the characteristic exponent and impulsiveness parameter which can be 

exploited to achieve the optimum performance.  

 

 

4.2.7.1. Optimization Criterion 

 

 

It is known that 𝐿௧ℎ is pre-computed in SRCS to permit the intended receiver to 

initiate the threshold detection process and facilitate in taking the hard decision.  Since, 

 𝐿௧ℎ is decided by the maximum and minimum FLOC values for 𝑅௑భ௑ೖ
, i.e. ||𝑅 ||ஶ 

and ||𝑅 ௥௘ௗ ||ஶ,   respectively, therefore, it is necessary to study the effects of 

maneuvering the difference between ||𝑅 ||ஶ and ||𝑅 ௥௘ௗ ||ஶ by fluctuating α and β in 

their respective ranges. The idea will help in improving the detection process of the 

intended receiver by identifying the requisite pilot symbol 𝑋ଵ much easily among all 

other un-requisite pilot symbols 𝑋௞. Similarly, the best values of α and β can also be 

determined which can be used to increase the difference between ||𝑅 ||ஶ 

and ||𝑅 ௥௘ௗ ||ஶ, hence, resulting in optimized SRCS’s BER performance. 

FLOC Margin: 

The proposed optimization criterion, i.e. FLOC Margin, denoted by ‘M’, is 

defined as  

 

                                       M =||𝑅 ||ஶ െ  || 𝑅 ௥௘ௗ ||ஶ                                         (62) 

 

The SRCS would be considered as optimized as big the M, i.e. as bigger 

difference between ||𝑅 ||∞ and ||𝑅 ௥௘ௗ ||∞, hence, resulting in better BER performance. 

In contrast, M close to zero, i.e. as the difference between ||𝑅 ||∞ and ||𝑅 ௥௘ௗ ||∞ 

becomes smaller, results in worst BER performance of SRCS.  

Optimized Parameter values: 

               According to the proposed criterion of FLOC Margin, the values of α 

and β which correspond to greater M are expected to give optimized BER performance, 

hence, referred as Optimized Parameter Values, i.e. OPV, of SRCS. Both M  and OPV 

can be used to obtain optimum BER performance in SRCS, i.e. RCS synchronized by α-

stable pilot sequence, and also for all other RCSs. 

The performance of the SRCS has been evaluated in accordance to the proposed 
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criterion of  M  and OPV by BER vs. MSNR. Similarly, the BER is computed as the 

faulty number of bits divided by the total number of transmitted bits in the logarithmic 

scale where a total of one thousand bits have been transmitted and compared to obtain 

the BER vs. MSNR. 

 

 

4.2.7.2. Performance Evaluation 

 

 

The associated parameters of SRCS have been taken as ‘m=D=3’ and ’N=500’ 

which are pre-decided between the transmitter and the intended receiver. The MSNR 

have been taken as -4 dB to acquire Figure 4.18, 4.19, 4.20, 4.21.  

 

 

 

 

Figure 4.18. Pilot Sequences taken from S α=0.5 (β, 𝛄=1, μ=0) 

 
 

Pilot Sequence Analysis: 

As shown in Figures 4.18 and 4.20, various versions of the noisy Pilot 

symbol 𝑋ଵ, i.e. 𝑋ଵ + G, have been generated by varying α and β.  It has been observed 

that the amplitude of 𝑋ଵ increases with the decrease in α, i.e. 𝑋ଵ becomes more 

impulsive, and as β approaches to zero, i.e. 𝑋ଵ becomes less skewed. As a consequence 

shown in Figures 4.19 and 4.21, the difference between ||𝑅 ||∞ and ||𝑅 ௥௘ௗ ||∞,   

increases with the decrease in α and as β approaches to zero, hence, resulting in 
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bigger M. Similarly, the difference between ||𝑅 ||∞ and ||𝑅 ௥௘ௗ ||∞,   decreases with the 

increase in α and as β approaches to its extreme value of absolute one, hence, resulting 

in smaller M.  B 

 
 
 

 

 

Figure 4.19. FLOCs of XଵX୩ for Pilot Sequences taken from S α=0.5 (β, γ=1,   

                    μ=0) with corresponding threshold margins ‘M’ 

 

 

                   

 

Figure 4.20. Pilot Sequences taken from S α=1.5 (β, 𝛄=1, μ=0) 

 

     BER Improvement: 

It is predicted by the proposed optimization criterion, that the versions of the 

noisy pilot symbols 𝑋ଵ possessing bigger M in Figure 4.19, i.e. 𝑋ଵ ~ Sα=0.5 (β=1, ɤ, μ) 
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and 𝑋ଵ ~ Sα=0.5 (β=-1, ɤ, μ), and in Figure 4.21, i.e. 𝑋ଵ ~ Sα=1.5 (β=1, ɤ, μ) and 𝑋ଵ ~ 

Sα=1.5 (β=-1, ɤ, μ), should give better BER performance of SRCS. Therefore, it can be 

seen in Figure 4.22, that slanting β of 𝑋ଵ towards its extreme left, i.e. β = - 1, or towards 

its extreme right, i.e. β = 1, results in efficient BER performance of SRCSs. However, 

decreasing β or slanting β of 𝑋ଵ towards its mid value, i.e. β = 0, results in worst BER 

performance of SRCSs. Similarly, increasing the impulsiveness of 𝑋ଵ, i.e. decreasing α, 

results in efficient BER performance of SRCSs. However, decreasing the impulsiveness 

of 𝑋ଵ, i.e. increasing α, results in worst BER performance of SRCSs 

 

 

                   

 

Figure 4.21. FLOCs of XଵX୩ for Pilot Sequences taken from S α=1.5 (β, γ=1, μ=0)  

                    with corresponding threshold margins ‘M’ 

 

 

         The optimization of Fractional lower order covariance based synchronization method 

for Random communication systems has been performed by the proposed criterion, i.e. 

FLOC Margin. The introduced criterion assists the transmitter and the intended receiver in 

pre-deciding the specific value of characteristic exponent ‘α’ and impulsiveness parameter 

‘β’ for pilot sequence generation. By choosing the parameter values of ‘α’ and ‘β’ from the 

prescribed range, the detection ability of the Fractional lower order covariance based 

Correlators can be enhanced to the optimum level, hence, the received pilot sequence can 

be filtered out and recognized comfortably by the intended receiver. Therefore, precise 

synchronization can be established in minimum duration by utilizing the proposed 

criterion.  
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Figure 4.22. BER vs. MSNR performance of S-RCS for various ‘α’ and ‘β’  

                    after optimization 

 

                  

               Since, Synchronized Random Communication Systems utilizes the pilot sequence 

which has been generated from α-stable distribution; therefore, the proposed criterion has 

been made to increase the performance of the FLOCCs. However, the concept can be 

applied to other threshold based communication systems as well. 
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CHAPTER 5  

 

 

SECURITY AND COVERTNESS OF ALPHA-STABLE 

NOISE BASED RANDOM COMMUNICATION SYSTEMS 

 

 

This chapter first considers the problem of the absence of any criterion to 

compare the security and covertness of the α-stable noise based RCSs. In this regard, 

security performance, the criterion to measure the security level of RCS, i.e. Security 

Performance Tradeoff Characteristics (SPTC), has been introduced. Similarly, the 

authors have revisited Skewed α-stable Noise Shift Keying (SkαS-NSK) based RCSs, 

proposed in chapter 4, in the presence of an imperfectly synchronized eavesdropper. 

Later on, the criterion to compute eavesdropper probability and covertness value have 

been proposed to measure the covertness level of RCSs in the presence of an 

eavesdropper who has no knowledge of synchronization method used by the transmitter 

and the intended receiver.  

Since there is no attack available to judge the actual existing vulnerabilities of α-

stable noise based RCS, therefore, secondly, this chapter also introduces a novel blind 

recognition method to detect the presence of real-valued SαS and SkαS random carrier 

signals in AWGN channel from the perspective of an eavesdropper. The attack has 

helped in determining the most suitable values of the associated parameters of the 

carrier signal to ensure security while utilizing RCSs. 

To address the determined vulnerabilities of RCSs, an inverse system approach 

has been used to construct α-stable noise driven transmitter and receiver which has 

produced maximum covertness value on our proposed covertness criteria among α-

stable noise carrier based RCSs.  
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5.1. Motivation and Background   

 

 

           As discussed in chapter 3, the incremental improvement in BER performance of 

RCSs in the last decade is due to the fact that every proposed model has utilized 

different estimator based receiver to achieve efficient BER. In this regard, the proposed 

optimized model of RCS in Chapter 4 has the most optimum BER performance. 

However, there is no criterion to compare the security and covertness of α-stable noise 

based RCSs. Thus, this area has an immense potential which can help in enhancing the 

security of RCSs. Therefore, two new criteria related to security, i.e. SPTC, and 

covertness, i.e. measure of covertness, has been introduced in sections given below. 

 

 

5.2. Security Performance Tradeoff Characteristics of RCSs 

 

 

          Random communication schemes always face a classical trade-off problem of 

balancing between an acceptable BER and the possibility of interceptors to decode our 

message but no criterion has been introduced yet to reflect it. The scheme can be 

defined as the RCS for a specific impulsiveness parameter ‘𝜶’ and MEVM estimator 

parameters ‘L and K’. In the sequel, the SPTC for determining the security of the 

proposed random communication scheme based on the following definitions have been 

newly introduced.  

            Definition 1: Security Parameter ‘∆𝜷’ 

Security parameter ∆𝜷 is used to obtain the security performances of the schemes and is 

defined as 

 

                                                   ∆𝜷 ≜  𝜷𝟏 െ ሺെ𝜷𝟎ሻ                                                   (63) 

 

            Definition 2: Security Level ‘𝑺𝑳’ 

𝑺𝑳 is the required security level chosen by the users for the percentage of security 

required and it lies within 𝟎 ൑ 𝑺𝑳 ൑ 𝟏 . 

Definition 3: Security Boundary function ‘B (.)’ 
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SPTC can give an optimal boundary based on the Security Boundary function 

which can be considered as a BER function with respect to the security parameter ‘∆𝛽’ 

and is denoted by 𝐵ሺ∆𝛽ሻ and lies with in 0 ൑ 𝐵ሺ∆𝛽ሻ ൑ 1.  

For the chosen 𝑆௅ the security boundary function B (.) has been constructed 

from the following iterative relation given below in (64) 

 

                     𝐵൫∆𝛽ሺ௞ାଵሻ൯ ൌ 𝐵൫∆𝛽ሺ௞ሻ൯  .   ∆𝛽ሺ௞ାଵሻ  .   ሺ1 െ 𝑆௅ሻ                        (64) 

       

     where 

 

           ∆𝛽ሺ௞ሻ = ( 0.2 ) . 𝑘                 k  = 0, 1…..10            0 ൑ ∆𝛽ሺ௞ሻ ൑ 2      (65) 

 

with initial condition 𝐵ൣ ∆𝛽ሺ଴ሻ൧ ൌ 1 which is actually the achievable Maximum BER 

for the random communication system. 

Definition 4: Strength of the Security Boundary ‘𝑆௦௕’ 

𝑆௦௕ is the sum of  all BER’s obtained from the security boundary function with 

respect to the corresponding ∆𝛽ሺ௞ሻof the security boundary i.e. 

 

                                                𝑆௦௕  ൌ ∑ 𝐵ௌಽ
ሺ∆𝛽ሺ௞ሻሻ  

௞                                        (66) 

 

where 𝐵ௌಽ
ሺ. ሻ corresponds to security boundary function B(.) for the specific 

security level 𝑆௅. This is actually approximation of the area under the B (.) 

 

                                      𝑆௦௕  ≅ ଵ

଴.ଶ
׬ 𝐵ௌಽ

ሺ∆𝛽ሻ .  ሺ∆𝛽ሻ  
ଵ଴

௞ୀ଴                                  (67) 

 

Definition 5: Strength of the scheme ‘𝑆௦’ 

𝑆௦ is the sum of  all values obtained from  𝐵௦(.) with respect to corresponding 

∆𝛽ሺ௞ሻ for that specific scheme 

   

                                                        𝑆௦  = ∑    
௞  𝐵௦ሺ∆𝛽ሺ௞ሻሻ                                           (68) 

 

where 𝐵௦ ሺ. ሻ corresponds to the function which gives BER for the specific scheme at 

each  ∆𝛽ሺ௞ሻ . 
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Definition 6: Secure Scheme 

The schemes whose 𝐵௦ ሺ. ሻ  lie above the security boundary 𝐵ௌಽ
(.) are not secure while 

the schemes whose 𝐵௦ ሺ. ሻ  lie below the security boundary 𝐵ௌಽ
(.) are considered as 

secured as shown in Figure 5.1. 

Since some of the schemes intersect the security boundary so they cannot be classified 

according to the above definition. Therefore, the following definition for such schemes 

has been given below. 

Definition 7: Cost of any Scheme ‘Cୱ’ 

The Cost of a scheme ‘𝐶௦’ can be calculated to determine the security especially for 

those schemes which are intersecting the security boundary 

 

                                                       𝐶௦ ≜ 𝑆௦  െ 𝑆௦௕                                                    (69) 

 

Negative cost indicates secure scheme and positive cost indicates vulnerable scheme.  

The absolute value of the  𝐶௦  indicates either more secure or more vulnerable scheme.                            

SPTC with security boundaries ‘𝐵ௌಽ
(.)’ for all security levels ‘𝑆௅’ obtained from the 

above security boundary function B (.) as given in (64) is shown in Figure 5.1.  

 

 

 

         

Figure 5.1. BER vs. Security Parameter (∆β) with different S୐ 
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5.2.1. Security Analysis of the proposed Optimized model of RCS  

 

 

          The results based on above criteria for our system have been shown in Figure 5.2. 

The increase in ∆β (i.e. the increase in the differences of the skewness of the noise 

distributions of the related binary messages) results in better BER. By decreasing the ∆β 

makes it difficult for an eavesdropper to decode the binary message since the amount of 

positive and negative samples for the corresponding binary messages are getting almost 

equal (i.e. the distributions of the coresponding binary messages are more similar). 

Therefore, in Figure 5.1, ∆β  is also labelled as ‘security parameter’ on x-axis while the 

BER on y-axis is labelled as ‘performance measure’.The increase in the impulsiveness 

of the noise data (i.e decrease in ‘α’) would result in the heavy tail of the corresponding 

noise distribution used to encode the binary message. Hence, making it easy for the 

MEVM estimator to estimates the beta parameters from the mixture of AWGN noise 

(i.e. 𝛼 ൌ2)  and the transmitted α-stable noise (i.e. 𝛼≠2) which results in better BER. 

While the decrease in impulsiveness of the noise data will make the system more secure 

by mixing the samples of the transmitted signal for the corresponding binary message 

extremely close to the samples of AWGN channel.  

 

 

 

 

Figure 5.2. BER vs. Security Parameter (∆β) with different ‘α’ parameters and ‘L & K’  

                  of estimator; transmitted bits=1000; S୐ ൌ0.50 
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The cost of all schemes “𝐶௦” for their coresponding 𝑆௦ have been given in Table 5.1. As 

mentioned earlier, the schemes whose BER’s are below the security boundary have 

their costs in negative and hence more secure. Also, the scheme like “𝛼 ൌ 0.5, L=125, 

K=8” whose BER’s intersects the security boundary has negative cost. So the scheme 

“𝛼 ൌ 0.5, L=125, K=8” can be considered as secured which cannot be known without 

𝐶௦ just by looking at Figure 5.2 

 

 

Table 5.1. Cost of Different schemes for their corresponding Strengths 

 

 Name of 

Scheme 

𝑆௦௕ 𝑆௦ 𝐶௦ 

 

 

𝛼 ൌ 0.5 

𝐿௠௜௡=2   

𝐾௠௔௫=500 

0.0559 1.1862 1.1303 

L=4   K=250 0.0559 0.7334 0.6775 

L=125   K=8 0.0559 0.0180 - 0.0379 

L=250   K=4 0.0559 0.0058 - 0.0501 

𝐿௠௔௫=500    

𝐾௠௔௫=2 

0.0559 0.0084 - 0.0475 

 

 

𝛼 ൌ 0.9 

𝐿௠௜௡=2     

𝐾௠௔௫=500 

0.0559 1.1020 1.0460 

L=4    K=250 0.0559 0.7346 0.6787 

L=125    K=8 0.0559 0.0108 - 0.0451 

L=250    K=4 0.0559 0.0124 - 0.0435 

𝐿௠௔௫=500  

𝐿௠௔௫=2 

0.0559 0.0032 - 0.0527 

. 

 

         Increment in L or decrement in K increases the computational complexity and 

vice versa. So accuracy and complexity tradeoff would depend on the type of 

communication data.  

Conclusive remarks: 

          Our proposed optimized model of RCS based on MEVM estimator for skewed α-

stable distribution shift keying is not only fast and outperforms the receivers based on 
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COV and FLOC given in the Chapter 4. Our proposed receiver also introduces the 

advantage of variable computational complexity and performs extremely well based on 

the newly introduced security criterion ‘SPTC’ to compare the random communication 

systems which are based on α-stable noise parameter modulation. 

 

 

5.3. Measure of Covertness for RCSs 

 

Random Communication Systems and the optimized models of RCSs discussed 

in the Chapter 3 and Chapter 4, respectively, have assumed perfectly synchronized 

transmitter and receiver. However in this section, instead of assuming perfect 

synchronization approach in RCSs, the effects of imperfect synchronization (IS) on 

SkαS-NSK based RCS have been observed through simulations. The BER performance 

of the eavesdropper with respect to his synchronization error in SkαS-NSK based RCS, 

has been analyzed.  An expression for the probability of an eavesdropper to decode the 

binary information (i.e., Eavesdropping Probability) in SkαS-NSK based RCS, has been 

derived. The criterion (i.e., Covertness Value) to measure the covertness level of RCSs 

has also been proposed. The BER performance of an eavesdropper provides an 

approximate margin of synchronization error if it can be overcome by an eavesdropper 

then he can achieve the decoding (i.e., eavesdropping) process.  

 

 

5.3.1 Aspect of Imperfect Synchronization  

 
 

Synchronization not only plays a key role in establishing successful 

communication link between transmitter and receiver but it also helps in boosting the 

performance in all types of communication systems. Especially, in Spread Spectrum 

(SS) based communication systems IS has a huge impact on the performance. As the 

average BER which is the basic performance measure in digital communication 

systems, the efforts to analyze the impact of IS on BER started to gain attention at the 

beginning of 1970’s Stiff1er (1971).  However in Todorovic (1989), a comprehensive 

analysis for the impact of IS on single carrier Direct Sequence Spread Spectrum (DS-

SS) communication system was performed in which the expressions for the upper and 
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lower bound of BER were also derived. In Jos et al. (2010), an accurate analytical 

model for Overloaded Direct Sequence Code Division Multiple Access (DS-CDMA) 

system under IS was presented. Moreover in He et al. (2010), the multi-tone (i.e., multi-

carrier) DS-SS communication systems were also examined by changing the 

synchronization parameter. So, the factor of IS has been investigated in all types of 

spread spectrum based communication systems. 

Also in collaborative communication, in which a number of wireless 

transmitters collaboratively transmit the same message signal to the common target 

receiver, the effects of imperfect frequency and phase synchronization were also 

monitored to increase the BER performance in Naqvi et al. (2009) and Naqvi et al. 

(2009b). 

Similarly in Power Systems (PSs), the time synchronization sensors known as 

“Phasor Measurement Units” were analyzed for imperfect phase synchronization to 

improve the PS’s state estimation performance in Yang et al. (2013). Likewise in neural 

communication networks, which have interconnected group of nodes in the 

vast network of neurons in the brain, the factor of average synchronization time error 

has also been used to analyze the security of cryptographic methods in Mislovaty et al. 

(2004). 

Random Communication System is newly evolving branch of Spread Spectrum 

based covert communication. All previous investigations on RCS’s have assumed 

perfect synchronization between the transmitter “Alice” and the receiver “Bob”. 

However, no approach has been proposed yet to evaluate the covertness of the RCS’s in 

the presence of an eavesdropper “Willie” with synchronization uncertainty.  

   

 

5.3.2. Approach to Measure Covertness in RCSs 

 

 

Since true level of covertness cannot be guaranteed by utilizing a stochastic 

process as a random carrier and assuming perfect synchronization scenario between 

Alice and Bob, therefore in this section, we have evaluated the covertness of the SkαS-

NSK based RCS by analyzing the BER performance of an eavesdropper “Willie” who 

imperfectly synchronizes with the transmitter “Alice” and tries to decode (eavesdrop) 

the binary information. Therefore, an expression known as “Eavesdropping Probability” 
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is introduced to calculate the probability of Willie to successfully decode the binary 

information which has been transmitted by Alice. Moreover, the covertness level of the 

SkαS-NSK based RCS, used by Alice and Bob to communicate secretly, is also 

evaluated by the derived expression known as “Covertness value”. The BER 

performance of Willie also provides an approximate margin of synchronization error, 

owned by Alice and Bob to covertly communicate by using SkαS-NSK based RCS and 

should be overcome by Willie to successfully continue the hacking process. 

The SkαS-NSK based RCS’s transmitter and Modified Extreme Value Method 

(MEVM) based receiver for covert communication between Alice and Bob has been 

originally proposed in Ahmed et al. (2017) and that work has been modified, as shown 

in Figure 5.3, to observe the presence of an eavesdropper Willie and compute his BER 

performance. Similarly, the covertness level of the modified SkαS-NSK based RCS can 

also be evaluated now on the basis of Willie’s BER performance due to his uncertain 

knowledge about the synchronization method used by Alice and Bob. 

 

 

 

 

            Figure 5.3. Block diagram Modified SkαS-NSK based RCS 

 

 

Eavesdropper ‘Willie’ in Noise Shift Keying based RCS:  

      It is assumed that the intended receiver “Bob” and the eavesdropper “Willie” 

use the same receiver proposed in Areeb et al. (2017). Additionally, it is also assumed 

that both of them know the transmitted duration or length of a single noise sample 

denoted by “ 𝑇௕”, transmitted number of noise samples per binary information bit 
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denoted by “N” and duration needed to decode single binary information  bit denoted 

by “𝑇௦” (i.e., 𝑇௦ = 𝑇௕𝑁). Bob is assumed to be perfectly synchronized with Alice and 

knows the exact time instant to accept the noise samples for the corresponding first 

binary information bit. However, Willie has no knowledge of the exact time instant to 

accept the noise samples for the corresponding binary information bits therefore Willie 

would face a synchronization error which would result in increased BER. 

Apart from the choice of stochastic processes as random carrier, the actual 

method to obtain synchronization between Alice and Bob in RCS is still an open issue. 

Therefore in this section, we have focused on investigating how the imperfectly 

synchronized Willie can listen to the modified SkαS-NSK based RCS used by Alice and 

Bob.   

Assuming that, we have a synchronization error denoted by 𝛿 in the range 0 ൑

𝛿 ൑ 1 and Alice has transmitted the binary information bits as logic ‘101….’, then the 

corresponding noise sequences “Sα (β1, ɤ, μ), Sα (β0, ɤ, μ), Sα (β1, ɤ, μ)..........” have been 

transmitted. Since Willie is imperfectly synchronized with Alice and have no 

knowledge of the exact time instant to accept the noise samples  for the corresponding  

initial transmitted binary information bit 1, Willie would wrongly receive totally 𝑁 

samples of which (1- 𝛿) 𝑁 samples are from the distribution Sα (β1, ɤ, μ)  (i.e., 𝑥௜~Sα (β1, 

ɤ, μ))  and 𝛿𝑁 samples are from the other  distribution Sα (β0, ɤ, μ) (i.e., 𝑦௜~ Sα (β0, ɤ, μ)) 

in the duration 𝑇௦ which is represented as below  

 

                          {𝑥ଵ ……… 𝑥ሺଵିఋሻே, 𝑦ଵ  … … …  𝑦ఋேሽ                                       (70) 

 

Similarly for the second transmitted binary message bit ‘0’, the Willie will again 

wrongly receive total 𝑁 samples of which (1- 𝛿) 𝑁 samples are from the distribution Sα 

(β0, ɤ, μ) (i.e., 𝑦௜~ Sα (β0, ɤ, μ) and 𝛿𝑁 samples are from the other  distribution Sα (β1, ɤ, 

μ)  (i.e., 𝑥௜~Sα (β1, ɤ, μ)) which is represented as below  

 

                            {𝑦ଵ ……… 𝑦ሺଵିఋሻே, 𝑥ଵ  … … …  𝑥ఋேሽ                                     (71) 

 

However, Bob is perfectly synchronized with Alice and knows the exact time 

instant to accept the noise samples for all corresponding transmitted binary information 

bits. Hence, Alice will receive the transmitted binary information bits as ‘101.......’ 

which was originally sent by Alice. Therefore, Bob would face negligible or ideally 
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erratic bits while Willie would face increased BER with respect to the variation in the 

synchronization error ‘𝛿’. 

 

 

5.3.2.1. Performance of an Eavesdropper 

 

 

 Willie denoted by “𝐵𝐸𝑅ௐሺ𝛿௜ሻ” for the corresponding i-th synchronization error 

‘𝛿௜’ is considered as a BER function with respect to the synchronization errors “𝛿௜” 

which lies with in   ଵ
௡

൑ 𝐵𝐸𝑅ௐሺ𝛿௜ሻ ൑ 1 (where ‘n’ is the total number of transmitted 

binary message bits by Alice). 

The 𝐵𝐸𝑅ௐሺ𝛿௜ሻ also provides an approximate margin of synchronization error, 

own by Alice and Bob to covertly communicate by using SkαS-NSK based RCS. 

 

 

5.3.2.2. Performance of the Intended Receiver 

 

 

Since there is no synchronization error between Alice and the intended receiver 

‘Bob’ therefore the BER of Bob, denoted by “𝐵𝐸𝑅஻”, has been practically considered 

equal to ଵ
௡
. 

 

 

5.3.2.3. Eavesdropping Probability ‘𝑷𝑬’ 

 

 

It is assumed that the intended receiver “Bob” and the eavesdropper “Willie” 

uses the same receiver proposed in Areeb and Savaci (2017). Additionally, it is also 

assumed that both of them knows the transmitted. The i-th probability of an 

eavesdropper ‘Willie’ to decode the transmitted binary information bits with respect to 

synchronization errors 𝛿௜ is named as “Eavesdropping Probability” denoted by “𝑃ாሺ𝑖ሻ” 

and it is defined as  
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                                            𝑃ாሺ𝛿௜ሻ ൌ ஻ாோೈሺఋ೔ሻ

஻ாோಳ
                                                 (72) 

 

      which lies with in 0 ൑ 𝑃ாሺ𝛿௜ሻ ൑ 1. 

                   

 

5.3.2.4. Covertness Value ‘𝑪𝑽’ 

 

 

The criterion to measure the covertness of the RCS used by Alice and Bob is 

named as “Covertness Value” denoted by “ 𝐶௏ " which is defined be as 

 

                                                  𝐶௏  ൌ ∑ 𝑃ாሺ𝑖ሻ  
௜                                                 (73) 

 

The RCS used by Alice and Bob would be considered as covert as big the 𝐶௏. 

However, 𝐶௏ close to zero implies less covert RCS. The absolute 𝐶௏ indicates either 

more covert or more vulnerable RCS which can be used to analyze the covertness level. 

 

 

5.3.2.5. Synchronization Error Margin ‘𝑺𝑬𝑴’ 

 

 

The synchronization error margin denoted by “𝑆𝐸ெ” is the i-th synchronization 

error ‘𝛿௜’ when the BER function “i.e., 𝐵𝐸𝑅ௐሺ𝛿௜ሻ” of Willie initially drops by  
ଵ

௡
  in the 

range 0 ൑ 𝛿௜ ൑ 1 which is defined below as     

     

                                            𝑆𝐸ெ = 𝛿௜ |  𝐵𝐸𝑅ௐሺ𝛿௜ሻ ൏ ଵ

௡
                                           (74) 

 

 

5.3.3. Covert Analysis of Optimized model of RCS  

 

 

Simulation results for the covertness analysis of Alice and Bob’s SkαS-NSK 
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based RCS in the presence of an eavesdropper Willie, in accordance to the proposed 

criteria, has been done in this section. One thousand bits (i.e., n = 1000) has been used 

in simulations to obtain BERs. Different values of ∆β and 𝛼 have been used to obtain 

results so that best parameters values can be found which should be recommended to 

Alice to covertly communicate with Bob when using SkαS-NSK based RCS.  

In Figure 5.4, the BER performance of an eavesdropper Willie “𝐵𝐸𝑅ௐሺ𝛿௜ሻ” 

with respect to all possible synchronization errors “𝛿௜”, are shown. The increases in the 

differences of the skewness of the noise distributions of the related binary information 

bits (i.e., increase in ∆β) by Alice has resulted in better 𝐵𝐸𝑅ௐሺ𝛿௜ሻ. The distributions of 

the corresponding binary messages are more similar (i.e., decrease in ∆β) by Alice has 

worsened the 𝐵𝐸𝑅ௐሺ𝛿௜ሻ since the amount of positive and negative samples for the 

corresponding binary information bits are getting almost equal. Therefore, small value 

for  ∆β is recommended for Alice to covertly communicate with Bob when using SkαS-

NSK based RCS. 

 

 

 

 

Figure 5.4. Performance of an eavesdropper Willie 

 

 

However, decrease in 𝛼 by Alice would result in the heavy tail of the 

corresponding noise distribution used to encode the binary information bits hence 

making it easy for the MEVM based receiver to estimate the beta parameters from the 

mixture of AWGN noise in the channel (i.e., 𝛼 ൌ2)  and the transmitted α-stable noise 

(i.e., 𝛼≠2) which has resulted in better 𝐵𝐸𝑅ௐሺ𝛿௜ሻ. Therefore, higher value of 𝛼 (𝛼 → 2) 
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is recommended for Alice to covertly communicate with Bob when using SkαS-NSK 

based RCS.  

The resulted 𝑆𝐸ெ’s for corresponding combinations of ∆β and 𝛼 in Alice and 

Bob’s SkαS-NSK based RCS has also been shown in Figure 5.5. It has been observed 

that Willie has less margin of synchronization error when Alice and Bob are using 

SkαS-NSK based RCS with small ∆β and higher 𝛼. Therefore from the resulted values 

of 𝑆𝐸ெ’s in Figure 5.5, the recommendation for Alice and Bob is to utilise smaller 

value for ∆β  and higher value for 𝛼, when using SkαS-NSK based RCS. 

 

 

 

 

           Figure 5.5. Covertness of Alice and Bob’s SkαS-NSK based RCS 

 

Based on the performance of an eavesdropper Willie, the eavesdropping 

probability “𝑃ாሺ𝑖ሻ” with respect to all possible synchronization errors “𝛿௜” is shown in 

Figure 5.4. The covertness level (i.e., 𝐶௏) of Alice and Bob’s SkαS-NSK based RCS is 

also shown in Figure 5.5. It is seen that Willie can decode the binary information 

successfully even with synchronization error up to some extent, if large ∆β and smaller 

𝛼 is used by Alice to communicate with Bob in RCS. Therefore Alice and Bob should 

select small ∆β and higher 𝛼 in SkαS-NSK based RCS. 

Conclusive Remarks:  

We have revisited SkαS-NSK based RCSs in the presence of an imperfectly 

synchronized eavesdropper. The eavesdropper probability and covertness value have 

been proposed to measure the covertness level in the presence of an eavesdropper who 

has no knowledge of synchronization method used by transmitter Alice and intended 
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receiver Bob.  The SkαS-NSK based RCS shows promising results against 

eavesdropping with respect to synchronization errors if the recommended parameters 

values are used.  

The impulsiveness and skewness parameters of α-stable noise can be maneuver 

on the transmitter side to improve the overall covertness level of SkαS -NSK based 

RCS which is a benefit of using α-stable noise as a carrier. Moreover, the optimum 

values for the impulsiveness and skewness parameters can be found by using the 

introduced criteria which can help Alice and Bob to communicate covertly when using 

SkαS -NSK based RCS. The parameters also help to achieve the desired anti covert 

probability and covertness value for the SkαS -NSK based RCS.  

 

 

5.4. Fractional Lower-Order Auto-Covariance based Attack for 

        Alpha-stable noise based RCSs 

 

 

Invisibility of α-stable noise as carrier signals, in additive white Gaussian noise 

(AWGN) channel, is a key factor to ensure covert transmission by employing random 

communication systems (RCSs). This section introduces a novel blind recognition 

method for an eavesdropper to detect the presence of real-valued symmetric and skewed 

α-stable random carrier signals in AWGN channel. The introduced method is based on 

the proposed random carrier signal recognizer (RCSR) which consists of fractional 

lower-order auto-covariance block (FLOACB), threshold control block (TCB) and the 

random carrier signal recognition indicator (RCSRI). The proposed RCSR first detects 

the possible presence of α-stable random carrier signals and then recognize the 

impulsiveness and skewness parameters, exploited by the transmitter and the intended 

receiver, to extract covertly conveyed binary information. However, the determined 

covert range can be adopted to perform secure transmission by RCSs. The simulation 

results reflect the simplicity of the proposed method as it is capable to perform 

effectively in real-time by utilizing extremely less number of observed samples. 
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5.4.1. Introduction 

 

 

In this section, the first blind detection, recognition and data extraction method 

for α-stable carrier signals has been proposed and analyzed from the perspective of an 

eavesdropper; where detection means to judge the possible presence of the carrier 

signals during real-time data reception in AWGN channel; signal recognition means to 

correctly recognize the associated parameters of α-stable carrier signals and data 

extraction means to extract the hidden binary information from the associated 

parameters by applying some hard decision rule. The part related to detection in the 

proposed idea is inspired from the auto-correlation based blind recognition method for 

chaotic carrier signals Sobhy and Shehata (2001). Since, the second and higher order 

statistics do not exist for α-stable distributions, any auto-correlation based blind 

recognition method is not applicable for blind recognition of α-stable carrier signals. 

Therefore, in this section, fractional lower-order covariance has been utilized to propose 

the first random carrier signal recognizer (RCSR) in the literature which follows the 

three step procedure to detect and recognize α-stable carrier signals and then extract the 

hidden binary information in real time. In the following sub-section, auto-correlation 

based blind recognition method for chaotic carrier signals have been briefly reviewed. 

Later on, the proposed three step procedure based on the introduced fractional lower-

order auto-covariance block (FLOACB), threshold control block (TCB) and random 

carrier signal recognition indicator (RCSRI) have been explained. The results are shown 

in the later Section which is followed by conclusive remarks. 

 

 

5.4.2. Prior Art  

 

 

The auto-correlation based blind recognition method for chaotic carrier signals 

which has inspired us to propose the first blind recognition method for α-stable carrier 

signals has also been reviewed in this sub-section.  
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5.4.2.1. Blind Recognition of chaotic carrier signals by auto- 

correlation function 

 

 

Chaotic carrier signals do not possess the capability to become invisible in 

AWGN channel hence their existence can always be revealed by an eavesdropper. This 

weak link resulted in many signal processing techniques which can retrieve the 

information from chaotic carrier signals Short (1994), Short, K.M. (1996), Sobhy and 

Shehata (2001), Alvarez et al. (2004) and Alvarez et al. (2004b); where auto-correlation 

based blind recognition technique is one of the first and simplest among them Sobhy 

and Shehata (2001).  The first step of the method is to recognize the type of specific 

system used to generate noise like chaotic carrier signals. It can be done after producing 

a thumbprint of the utilized chaotic system in ways i) by finding the specific strange 

chaotic attractor from signal iteration plot; which is a plot of a signal with a delayed 

version of itself [see Fig. 1, 2 in Sobhy and Shehata (2001)]; ii) or by plotting the auto-

correlation function of the time series; where every chaotic system has a unique auto-

correlation plot [see Fig. 3 in Sobhy and Shehata (2001)]. Then the comparison of the 

produced thumbprint with already compiled library of plots can recognize the type of 

the utilized chaotic system.  

After the recognition of the specific chaotic system, in the second step, the 

eavesdropper can extract the hidden binary information by generating the mimicked 

inverse system. The parameters of the inverse system can then be optimized to 

minimize the output and thus separate the chaotic signal and underlying binary 

information (see Fig. 9 in Sobhy and Shehata (2001)). Although other techniques are 

also available in Alvarez et al. (2004) and Alvarez et al. (2004b), but this simple two-

step signal processing technique given in Sobhy and Shehata (2001) is sufficient for an 

eavesdropper to bring down the security of most commonly used chaotic 

communication systems. 

 

 

5.4.3. Description of the Attack  

 

 

In comparison to the two-step, i.e. recognition and extraction, method discussed 
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above for blind recognition of chaotic carrier signals, α–stable carrier signals require 

one extra step which is to first detect the possible presence of α-stable carrier signals in 

the channel. After that, the type or associated parameter of α–stable carrier signals 

should be recognized which should be followed by the extraction of the binary 

information as a last step. Following the above prepared guidelines, blind recognition 

technique for α-stable carrier signals has been explained in this section. The three steps, 

i.e. detection, recognition and extraction by an eavesdropper, can be achieved by the 

proposed random carrier signal recognizer (RCSR). Before discussing the system 

model, two important concepts, utilized to establish the RCSR, has been given in the 

sequel. 

 

 

5.4.3.1.   Fractional lower-order auto-covariance of α-stable noise 

Signals 

 

 

The Fractional lower-order auto-covariance (FLOAC) of α-stable random noise 

signal X can be defined as 

       

                            𝑅ௗሾ𝑘ሿ ≜ E {ሺ𝑥ሾ𝑖ሿሻ௔ ∙ ሺ𝑥ሾ𝑖 ൅ 𝑘ሿሻ௕}                                       (75) 

 

for 0 ൑a ൏ 
ఈ

ଶ
  and 0 ൑β ൏ 

ఈ

ଶ
 . Similarly, the estimated FLOAC of X can be 

computed as         

                                                                                  

                  𝑅෠ௗሾ𝑘ሿ ൌ 𝑅෠௑௑ሾ𝑘ሿ  ൌ
 ∑ |௫ሾ௜ሿ|ೌ . |௫ሾ௜ା௞ሿ|್.ಽమ

೔స ಽభశభ  ௦௜௚௡ሺ ௫ሾ௜ሿ .  ௫ሾ௜ା௞ሿሻ

௅మି ௅భ
           (76) 

 

The non-delayed FLOAC value, i.e. 𝑅෠ௗሾ0ሿ or 𝑅෠௑௑ሾ0ሿ, of α-stable random noise 

signal X has significant importance. It has played a key role in establishing pilot-

assisted synchronization for RCSs as it provides the capability to differentiate between 

the requisite pilot symbol and all other non-requisite pilot symbols by accurately 

separating the estimated value  𝑅෠ௗሾ0ሿ  and all other estimated  𝑅෠ௗሾ𝑘ሿ due to the presence 

of large difference between them Ahmed and Savaci (2018). Moreover, it has also been 

shown in Ahmed and Savaci (2019).  that the value  𝑅෠ௗሾ0ሿ  of α-stable random noise 
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signal X varies as the associated impulsiveness and skewness parameter of the utilized 

X are varied.  

 

 

 

 

Figure 5.6. Non-delayed FLOAC ‘R෡ୢሾ0ሿ or R෡ଡ଼ଡ଼ሾ0ሿ’ of X ~ S଴.ସஸαஸ଴.଻ (-1൑β  

                  ൑1, γ ൌ 1, μ=0); for different α’s 

 

 

 

 

Figure 5.7. Non-delayed FLOAC ‘R෡ୢሾ0ሿ or R෡ଡ଼ଡ଼ሾ0ሿ’ of X ~ S଴.ସஸ஑ஸ଴.଻ (-1൑β  

                  ൑1, γ ൌ 1, μ=0); for different β’s 

 

 

The detailed analysis related to non-delayed FLOAC has been presented in 

Figure 5.6-5.9; where it has been observed that  𝑅෠ௗሾ0ሿ  increases (decreases) if X has 
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been generated with smaller α (larger α), i.e. high impulsiveness (low impulsiveness), 

and larger |β| (smaller absolute β), i.e. β heavily skewed either towards right or left (β 

not skewed). These observations related to FLOAC of α-stable noise signal X, in 

Ahmed and Savaci (2018) and Ahmed and Savaci (2019), have helped to optimize the 

detection process of synchronized RCSs Ahmed and Savaci (2018b).  

 

 

 

 

Figure 5.8. Non-delayed FLOAC ‘R෡ୢሾ0ሿ or R෡ଡ଼ଡ଼ሾ0ሿ’ of X ~ S଴.଻ஸαஸଶ (-1൑β  

                  ൑1, γ ൌ 1, μ=0); for different α’s 

 

 

 

 

Figure 5.9. Non-delayed FLOAC ‘R෡ୢሾ0ሿ or R෡ଡ଼ଡ଼ሾ0ሿ’ of X ~ S଴.଻ஸ஑ஸଶ (-1൑β  

                  ൑1, γ ൌ 1, μ=0); for different β’s  
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5.4.3.2. Compiled library of FLOAC matrix 

 

 

Since, it has been observed in Figure 5.6-5.9 that every different value of α and 

β results in a different and unique value of 𝑅෠ௗሾ0ሿ, therefore, they can be referred as 

𝑅෠ௗሾ0ሿఈఉ or 𝑅෠௑௑ሾ0ሿఈఉ. By utilizing all possible combinations of α and β, a complete 

compiled library of 𝑅෠ௗሾ0ሿఈఉ has been developed in the form of FLOAC matrix denoted 

by ‘F’ which is defined below as 

 

𝜷𝟏      …    𝜷𝒗          

        𝜶𝟏 
F ≜  ⋮ 
        𝜶𝒖
 

൥
𝑎ଵଵ ⋯ 𝑎ଵ௩

⋮ ⋱ ⋮
𝑎௨ଵ ⋯ 𝑎௨௩

൩ 

𝑢 ൈ 𝑣         

                                                                                                                                          (77)                          

 

for 

 

                                                             𝑎௜௝ ≜ 𝑅ௗሾ0ሿఈ೔ఉೕ
                                               (78) 

 

where 

 

                                                               𝛼௜ ≜ 𝑖 ∙  ∆𝛼                                                    (79) 

           

for  𝑖 ൌ 1, 2, … … , 𝑢 and 

 

                                                          ∆𝛼 ≜ 
ଶ

௨
                                                                (80) 

   

Similarly 

 

                                                      𝛽௝ ≜ ሼሺ𝑗 െ 1ሻ ∙  ∆𝛽ሽ െ 1                                         (81) 

 

for  𝑗 ൌ 1, 2, … … , 𝑣 and 
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                                                      ∆𝛽 ≜ 
ଶ

௩ିଵ
                                                                 (82) 

 

The complexity and accuracy of the proposed FLOAC matrix ‘F’ is directly 

proportional to its dimensions, i.e. the chosen values of u and v. In this section, the F 

generated from u=20 and v=21 has been utilized. 

 

 

5.4.3.3. Considered Transmitter and Channel 

 

 

The generalized system model of α-stable noise based RCSs have been 

considered to evaluate the performance of the proposed blind recognition method for α-

stable random carrier signals. The model includes random carrier signal recognizer 

(RCSR) and its sub-parts, i.e. FLOACB, TCB and RCSRI; where the considered 

transmitter and the channel have been explained first.   

The generalized α-stable noise signal generator has been used as a transmitter 

where different values of the impulsiveness parameter ‘α’ and the skewness parameter 

‘β’ can be used to generate α-stable carrier signals which contain covertly conveyed 

binary information. The transmitter sends α-stable random noise signals 𝑋௠where the 

utilized pulse length ‘N’, i.e. number of noise samples representing one binary 

information bit, contains N=2000 samples {𝑥ଵଵ, 𝑥ଵଶ ... , 𝑥ଵே}. The pulse length N is 

assumed to be pre-known only to the transmitter and to the intended receiver in RCSs. 

Since, it has been shown in Ahmed and Savaci (2017b) that if an eavesdropper is aware 

of the exact pulse length then it is possible to detect and recognize α-stable carrier 

signals in the AWGN channel as well as extract the underlying hidden binary 

information by one of the signal recognition techniques proposed in Ma and Nikias 

(1996), Tsihrintzis and Nikias (1996), Kuruoğlu (2001) and Kannan and Ravishanker 

(2007). However, there is no method available which can perform blind recognition, i.e. 

detection, recognition and extraction, of α-stable carrier if the pulse length is not 

known. 
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           Figure 5.10. System model of the considered transmitter and the channel 

 

The additive white Gaussian noise has been considered as the channel noise 

‘NG’ which can be defined  

   

                                          NG ~ Sα=2 (β = 0, 𝛾ே= 1, μ = 0)                                          (83) 

 

 

5.4.3.4. Random Carrier Signal Recognizer 

 

 

The proposed RCSR requires no a priori knowledge of the α-stable random 

carrier signals utilized by the transmitter and the intended receiver for covert 

transmission. The RCSR consists of FLOACB, TCB and RCSRI. The α-stable random 

carrier signals are detected by the combined efforts of FLOACB and TCB. The RCSRI 

recognizes the impulsiveness and the skewness parameters by utilizing the introduced 

compiled library of non-delayed FLOAC values, i.e. FLOAC matrix F in (77), followed 

by extracting the hidden binary information by using the proposed hard decision rule. 

 

 

 

 

Figure 5.11. Block Diagram of the RCSR 
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FLOAC matrix F in (77), followed by extracting the hidden binary information 

by using the proposed hard decision rule. 

The RCSR receives the sequence ‘Y୫’ as 

                                 

                      Y୫ ൌ ൜
X୫ ൅  Nୋ, 𝑖𝑓 𝑟𝑎𝑛𝑑𝑜𝑚 𝑐𝑎𝑟𝑟𝑖𝑒𝑟 𝑠𝑖𝑔𝑛𝑎𝑙𝑠 𝑎𝑟𝑒 𝑝𝑟𝑒𝑠𝑒𝑛𝑡
Nୋ           , 𝑖𝑓 𝑟𝑎𝑛𝑑𝑜𝑚 𝑐𝑎𝑟𝑟𝑖𝑒𝑟 𝑠𝑖𝑔𝑛𝑎𝑙𝑠 𝑎𝑟𝑒 𝑎𝑏𝑠𝑒𝑛𝑡                (84) 

 

where Y୫ is the mixture of α-stable random carrier signals with the additive white 

Gaussian noise ‘NG’ (AWGN) in the channel, if there is presence of information 

bearing α-stable random carrier signals in the channel at that specific time instant, 

otherwise Y୫ is only NG in the channel.  

                 An outline of the proposed method has also been explained in the form of 

process flow graph in Figure 5.10. It illustrates all the steps, beginning from the time 

instant of process initialization, which are related to α-stable random carrier signals 

detection, recognition and extraction steps carried out by FLOACB, TCB and RCSRI. 

Fractional lower-order auto-covariance block (FLOACB): 

Some part of the first step, i.e. detection by an eavesdropper, has been 

performed by the proposed FLOACB. The FLOACB starts computing the estimated 

𝑅෠ௗሾ0ሿ or 𝑅෠௒೘௒೘
ሾ0ሿ exactly after accepting Na samples from the time instant of 

initialization, i.e. receiving the first sample of Y୫, and this process is then repeated after 

every 𝑇௦ duration, i.e. duration between the consecutive samples of Y୫; where Na is the 

assumed pulse length assumed by an eavesdropper to extract single binary information 

bit whereas N is the actual pulse length utilized by both the transmitter and the intended 

receiver. All the methods introduced in the literature whether related to the recognition 

of α-stable random carrier signals Ma and Nikias (1996), Tsihrintzis and Nikias (1996) 

and Kuruoğlu (2001) or to the RCSs in Cek and Savaci (2009), Cek (2015), Cek 

(2015b), Xu et al. (2016), Xu et al. (2017), Ahmed and Savaci (2017), Ahmed and 

Savaci (2017b) and Ahmed and Savaci (2018) has utilized pulse length greater than 500 

as it is difficult to utilize pulse length ‘N’ less than 500 if accurate estimation of the 

involved α or β is required. However, the eavesdropper has assumed Na being equals to 

100, 200 and 300 as the proposed method does not need accurate estimation of α and β, 

it rather depends on the computed intervals of these associated parameters which can be 

found by utilizing the proposed hard decision rule given in the sequel.  
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Figure 5.12. Process flow diagram of the RCSR 

 

 

Threshold Control Block (TCB): 

The remaining part of the first step, i.e. detection by an eavesdropper, has been 

performed by the proposed TCB. Since, the FLOACB starts sending consecutive 𝑅෠ௗሾ0ሿ 

values to TCB exactly after accepting Na samples from the time instant of initialization, 
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therefore, the TCB also starts computing the average non-delayed FLOAC value, i.e. 

𝑅෠ௗሾ0ሿ௔௩௘, according to the criterion defined below  

 

                                       𝑅෠ௗሾ0ሿ௔௩௘  = ଵ

ேೌ
∑ 𝑅෠ௗሾ0ሿேೌ

௜ୀଵ ሺ𝑖ሻ                                    (85) 

 

where 𝑅෠ௗሾ0ሿሺ𝑖ሻ is the ith 𝑅෠ௗሾ0ሿ value sent by the FLOACB to TCB and Na is 

arbitrarily chosen value of the unknown pulse length. The process of computing 

𝑅෠ௗሾ0ሿ௔௩௘is continuously repeated for every new Na values of  𝑅෠ௗሾ0ሿ received by the 

TCB.  

Random carrier signal recognition indicator (RCSRI): 

If for pre-selected threshold ‘𝜏’, 𝑅෠ௗሾ0ሿ௔௩௘  ൐ 𝜏 is achieved at some time instant, 

then the information bearing α-stable carrier signals are considered as detected and the 

Y୫ are forwarded to RCSRI for the remaining steps, i.e. recognition and extraction by 

an eavesdropper; where  𝜏 can be chosen as any 𝑎௜௝= 𝑅ௗሾ0ሿఈ೔ఉೕ
from the pre-known 

compiled library of non-delayed FLOAC values, i.e. FLOAC matrix ‘F’, in order to 

detect specifically those transmitted α-stable carrier signals  which have been generated 

by utilizing 𝛼ሺ0 ൏ 𝛼 ൏ 𝛼௜ሻ   and β (െ1 ൑ 𝛽௝  ൏  𝑗ሻ or (𝛽௝  ൑  𝑗 ൑ 1ሻ. The threshold 

𝜏 ൌ 1.1 has been chosen from the F which has been used throughout this section as the 

targeted α-stable carrier signals are those which have been generated by utilizing 𝛼 

ሺ0 ൏ 𝛼 ൏ 1.5ሻ  and 𝛽(െ1 ൑ 𝛽 ൑ 1ሻ.  

Computing the Characteristic exponent (αෝ) and the Impulsiveness parameter (β෠): 

In the second step, i.e. recognition by an eavesdropper has been performed by 

the RCSRI. It first compares the value 𝑅෠ௗሾ0ሿ௔௩௘ ൐ 𝜏 with all the elements of the 

FLOAC matrix ‘F’ and selects the closest one. For example 𝑎ଷସ  = 𝑅ௗሾ0ሿఈయఉర
 enables 

the RCSRI to declare 𝛼ො as 𝛼ଷ and 𝛽መ  as 𝛽ସ from the associated element 𝑎ଷସ of F 

according to (77).  

Computing the interval of Characteristic exponent (αෝ) and Impulsiveness 

parameter (β෠):  

In RCSs Kannan and Ravishanker (2007), Casarin (2004), Diego et al. (2009) 

[13-20, 23], Cek and Savaci (2009), Cek (2015), Cek (2015b), Xu et al. (2016), Xu et al 

(2017) and Ahmed and Savaci (2018), binary shift keying is performed by transmitting 

two different α-stable noise carrier signals by either modulating the impulsiveness 

parameter ‘α’, i.e. X1 ~ 𝑆ఈభ  (β, 𝛾, μ) as ‘0’ and X2 ~ 𝑆ఈమ  (β, 𝛾, μ) as ‘1’, or by 
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modulating the skewness parameter ‘β’, i.e. X1 ~ 𝑆ఈ  (𝛽ଵ, 𝛾, μ) as ‘0’ and X2 ~ 𝑆ఈ  (𝛽ଶ, 𝛾, 

μ) as ‘1’ where 𝛽ଶ ൌ െ𝛽ଵ. The difference ∆𝛼, i.e. 𝛼ଶ- 𝛼ଵ, in symmetric α-stable (SαS) 

noise based RCS and ∆𝛽, i.e. 𝛽ଶ െ ሺ𝛽ଵሻ, in skewed α-stable (SkαS) noise based RCS 

are always kept large to minimize the error in the extraction of binary information bits 

‘0’ and ‘1’ at the intended receiver side as the extraction strictly depends upon the 

accurate estimation of 𝛼ොଵ, 𝛼ොଶ or 𝛽መଵ,  𝛽መଶ. Since, instead of exact estimation, the proposed 

method selects 𝛼ො and 𝛽መfrom F, therefore, a separate hard decision rule is also proposed 

to determine the interval of the selected 𝛼ො and 𝛽መ  which are referred as Iα and Iβ which 

are computed according to the criteria defined as  

 

                                       Iα ൌ ൝
 I஑  ൒ 𝛼ො;    𝑖𝑓 𝛼ො ൒ 𝛼ఛ

 
I஑  ൑ 𝛼ො;    𝑖𝑓 𝛼ො ൏ 𝛼ఛ

                                        (86)       

                                                                         

                                     Iβ  ൌ ቐ
Iஒ  ൐ 𝛽ఛ;    𝑖𝑓 𝛽መ ൐ 𝛽ఛ

 
Iஒ  ൑ 𝛽ఛ;    𝑖𝑓 𝛽መ ൑ 𝛽ఛ

                                         (87) 

 

where fixed thresholds 𝛼ఛሺ𝛼ଵ ൏ 𝛼ఛ ൏ 𝛼ଶሻ and 𝛽ఛ(𝛽ଵ ൑ 𝛽ఛ ൑ 𝛽ଶሻare used to take 

hard decision for retrieving binary information bits ‘0’ and ‘1’ as a third step, i.e. 

extraction by an eavesdropper. The thresholds 𝛼ఛ ൌ 1 and 𝛽ఛ ൌ 0 has been used 

throughout this section.  

 

 

5.4.4. Simulation Results 

 

 

The proposed blind recognition method has been tested on twelve different 

types of α-stable carrier signals which have  been generated from the possible 

combination of chosen three different impulsiveness parameters, i.e. 𝛼 ൌ0.7, 1.1 and 

1.5,  and four skewness parameters, i.e. 𝛽 ൌ -1, 0.7, -0.7, 1. To label the intensity of the 

α-stable carrier signals, i.e. X ~ Sα (β, 𝛾 = 0.5, μ)  contaminated by the AWGN, i.e. N ~ 

Sα=2 (β = 0, 𝛾ே = 1, μ = 0), mixed signal to noise ratio (MSNR) defined in Kuruoğlu 

(2001) equals to -3dB has been used where the location parameter μ has been kept to 0. 

Since 𝛾 = 0.5 and 𝜇 ൌ 0 has been used throughout to generate X therefore the notation 
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X ~ Sα (β) has been used in Figure 5.13, 5.14 and 5.15 for clarity. 

 

 

 

 

Figure 5.13. Blind recognition of S=0.7 (β = -1), Sα=0.7 (β = 0.7), Sα=0.7 (β = -0.7)  

                    and Sα=0.7 (β = 1) with different ‘Na’; where τ ൌ 1.1. 

 

 

 

 

Figure 5.14. Blind recognition of S=1.1 (β = -1), Sα=1.1 (β = 0.7), Sα=1.1 (β = -0.7)  

                    and Sα=1.1 (β = 1) with different ‘Na’; where τ ൌ 1.1 
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Figure 5.15. Blind recognition of S=1.5 (β = -1), Sα=1.5 (β = 0.7), Sα=1.5 (β = -0.7) and  

                    Sα=1.5 (β = 1) with different ‘Na’; where τ ൌ 1.1 

 

 

In Figure 5.13, the received sequence Y୫ contains AWGN ‘NG’ alone as well as 

NG added with four different types of α-stable carrier signals, i.e. Sα=0.7 (β = -1), Sα=0.7 (β 

= 0.7), Sα=0.7 (β = -0.7) and Sα=0.7 (β = 1). The α-stable carrier signals have been 

generated by utilizing the same impulsiveness parameter, i.e. α = 0.7, in combination 

with four different skewness parameters, i.e. β = -1, 0.7, -0.7, 1. It can be seen that the 

whole received sequence Y୫ looks like AWGN in the real time which reminds the 

capability of α-stable carrier signals to become invisible in AWGN channel. As the 

presence or absence of the information carrying α-stable carrier signals in the received 

signal ‘Y୫’ is a priori unknown, therefore the blind recognition can be considered 

impossible.  

However, as it is shown in Figure 5.13 that the computed 𝑅෠ௗሾ0ሿ according to the 

proposed method confirms the presence of α-stable carrier signals in Y୫. Moreover, the 

intervals of the present α-stable carrier signals have also been correctly detected in real 

time. The accuracy of the detection is more or less the same for the three utilised values 

of Na. Similarly, the computed 𝑅෠ௗሾ0ሿ௔௩௘ has provided an enhanced view of the detected 

α-stable carrier signals in Y୫. It should be noted that the computed  𝑅෠ௗሾ0ሿ௔௩௘ during the 

interval of detected Sα=0.7 (β = -1) and Sα=0.7 (β = 1) is higher than the Sα=0.7 (β = 0.7) 

and Sα=0.7 (β = -0.7) which follows the pattern obtained in Figure 5.6, 5.7, 5.8 and 5.9. 

The determined intervals of Iα and Iβ have also been shown in Figure 5.13, 5.14 and 

5.15 where all the Iα have been correctly determined which proves the capability of the 
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proposed method to extract the binary information in SαS noise based RCSs by utilising 

any value of Na. However, three  Iβ out of twelve, highlighted in green ellipse in Figure 

5.13, are found as incorrect, therefore extraction of the binary information in SkαS 

noise based RCSs can be carried out by utilising lesser value of Na, i.e. Na = 100. 

The result for the received sequence Y୫ containing α-stable carrier signals, i.e. 

Sα=1.1 (β = -1), Sα=1.1 (β = 0.7), Sα=1.1 (β = -0.7) and Sα=1.1 (β = 1), generated with higher 

α, i.e. α = 1.1, and previously used β have been shown in Figure 5.14. Similarly, Y୫ 

containing α-stable carrier signals generated with much higher α, i.e. α = 1.5, and 

previously used β, i.e. Sα=1.5 (β = -1), Sα=1.5 (β = 0.7), Sα=1.5 (β = -0.7) and Sα=1.5(β = 1) 

have been shown in Figure 5.15. It can be seen that all the Iα  in Figure 5.14 and 5.15 

have also been correctly determined where the error in Iβ have been reduced to one 

when the transmitted α-stable carrier signals are generated with α = 1.5. It has to be 

considered that the above results are obtained by utilizing F generated from u=20 and 

v=21; where much better results are expected if much higher order F have been used by 

choosing values of u and v.   

 

 

5.4.5. Prescribed Covertness Range 

 

 

It can be seen in Figure 5.13-5.15 that there is a difference in the value of  

𝑅෠ௗሾ0ሿ௔௩௘ during the presence of α-stable carrier signals in comparison to the value of  

𝑅෠ௗሾ0ሿ௔௩௘ during the absence of α-stable carrier signals. This difference enables the 

RCSR to differentiate between information carrying α-stable carrier signals and the 

AWGN noise. However, this difference, which is due to the difference between the 

members of F, i.e. 𝑎௜௝ ൌ  𝑅ௗሾ0ሿఈ೔ఉೕ
, in (77), starts to decrease when α of the transmitted 

α-stable carrier signals starts to increase and vice versa. Moreover, this difference starts 

to decrease drastically for α ൐ 1.5; hence detection of α-stable carrier signals, generated 

with α ൐ 1.5, is extremely difficult. This is the reason that the threshold ‘𝜏’ equals to 

1.1 from Table 1, which correspond to 𝑅ௗሾ0ሿఈୀଵ.ହ,   ିଵஸఉஸଵ has been chosen to perform 

the blind recognition of those α-stable carrier signals which have generated with α 

൑ 1.5   and െ1 ൑ 𝛽 ൑ 1.  

    Therefore, in order to establish secure communication by employing RCSs 
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with α ൐ 1.5 and the lesser absolute β should be utilized while generating α-stable 

carrier signals. These intervals for α and β can be said as covertness range for α-stable 

noise based RCSs; where choosing α and β under this range will ensure cover 

transmission by employing RCSs. However, the further investigations should be done 

to optimize the proposed method to blindly recognize α-stable carrier signals in the 

covertness range as well. 

 

 

5.4.6. Counter Measures Guidelines 

 

 

A three-step procedure for the blind recognition of α-stable random carrier 

signals has been introduced for the first time. The proposed method has been analyzed 

from the perspective of an eavesdropper who has no a priori knowledge of the utilized 

α-stable carrier signals. It is concluded from the simulations that the RCSs utilizing α-

stable carrier signals generated with smaller α (highly impulsive) and larger absolute β 

(heavily skewed towards right or left) are prone to the proposed method. The only way 

to perform secure transmission, by utilizing α-stable noise based RCSs, is to use the 

related parameters of the α-stable carrier signals, i.e. α and β, according to the proposed 

covertness range given in the results.  

 

 

5.5.    Random Communication System based on Alpha-Stable noise 

driven Inverse System 

 

 

Following the counter measures proposed in the last section to strengthen α-

stable noise based RCS; an inverse system approach has been adopted to propose a 

more protected RCS. In the proposed random communication system, the α-stable noise 

as a random carrier drives the transmitter which is modeled by the linear dynamical 

system and the skewness parameter of the random carrier encodes the binary messages. 

By selecting the receiver as the inverse system of the transmitter, the output of the 

receiver is ensured to be α-stable noise whose skewness parameters are then estimated 

to decode the binary messages. The response of a linear system to an α-stable process is 
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again α-stable process, however, the skewness parameters of the response differs from 

that of the input which can only be recovered at the output of the inverse system. 

Hence, estimation of skewness parameter by an eavesdropper, without using the inverse 

system, will not reveal the true binary messages while the intended receiver truly 

decodes the binary messages. The improvement in security is shown by comparing the 

bit error rate performances of the intended receiver and an eavesdropper. Additionally, 

the proposed inverse system based RCS has shown greater covertness values on the 

proposed covertness scale, introduced in previous section, than previously proposed 

SRCS and optimized model of RCSs. 

 

 

5.5.1. Motivation and Background  

 

 

Physical layer security of digital communication systems is considered as a key 

factor in ensuring covert transmission. Attempts to use SkαS distributed noise as a 

random carrier or building skewed α-stable distributed noise based communication 

systems, i.e. RCSs, to achieve the required purpose began in 2015 Cek (2015). Different 

receivers have also been utilized to enhance the performance of RCSs Xu et al. (2015). 

However, the most optimized model of the RCS based on SkαS-NSK has been 

introduced recently in Ahmed and Savaci (2017). In RCSs, decoding the received signal 

is impossible without knowing the pulse length, i.e. duration of a single binary 

information bit. However, if the exact pulse length can be found then it would be 

possible for an eavesdropper to retrieve the binary messages hidden in the transmitted 

α-stable noise signals by one of the estimation methods given in Kuruoğlu (2001). 

Therefore, the true level of covertness cannot be assured in the previously proposed 

RCSs in Cek (2015), Xu et al. (2015) and Ahmed and Savaci (2017).      

 

 

5.5.2. System Description 

 

 

In this section, the newly developed RCS, as shown in Figure 5.16, includes the 

mth-order LTI dynamical system with Sk-αSNSK signal generator (SG) at the 
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transmitting end ‘Alice’ while the intended receiver ‘Bob’ uses the inverse LTI 

dynamical system of the transmitter with the MEVM based estimator. As a result, the 

parameters needed to decode the information carrying α-stable input has been increased 

from single parameter, i.e. pulse length, to the state parameters of the utilized LTI 

dynamical system as well. The BER performances of Bob and an eavesdropper ‘Willie’ 

reflects that Willie is unable to retrieve the hidden binary messages even if he knows 

the pulse length, as he is not aware of the state parameters of the LTI system used by 

Alice. In comparison to Willie, Bob is achieving more efficient BER performance as 

expected from any covert communication system.  

 

 

 

 

Figure 5.16. Block diagram of the proposed RCS based on the inverse system 

 

 

The inspiration to use linear inverse dynamical system in the context of RCS has 

come through the steps: i) the analytical results obtained in Grigoriu (1995) says that 

the skewness parameter of the output of LTI system changes in terms of the transfer 

function of the LTI system and the skewness and scale parameters of α-stable random 

input; ii) hence, at the transmitter’s output, the skewness parameter of the transmitter’s 

input cannot be decoded, therefore estimating the skewness parameter of the 

transmitter’s input is only possible at the corresponding inverse system’s output. In the 

sequel, α-stable noise is briefly introduced and then the transmitter and the receiver 

shown in Figure 5.16 are presented. 
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5.5.2.1. Linear Time Invariant System based Transmitter 

 

 

Alice: The transmitter consists of Sk-αSNSK SG and a second-order LTI 

system. The Sk-αSNSK SG generates random noises 𝐸்ூଵ, i.e.  𝐸்ூଵ ~ Sα (-𝛽்ூ, ɤ்ூ, μ), 

and  𝐸்ூଶ, i.e.  𝐸்ூଶ ~ Sα (𝛽்ூ, ɤ்ூ, μ) to encode the binary messages ‘0’ and ‘1’, 

respectively, by exploiting the antipodal characteristics of  skewed α-stable distribution; 

where 𝛽்ூ equals to 1  or -1 have been used to represent the distribution skewed to the 

right or to the left, respectively. The duration needed to encode a single binary message 

bit  is 𝑇௕𝑁, i.e. the pulse length; where 𝑇௕ is the length of a single noise sample and 𝑁 is 

the number of generated noise samples to encode a single binary message bit 

represented as {𝑒்ூభ ,𝑒்ூమ , .... , 𝑒்ூಿ}.  

The signals generated from the Skα-SNSK SG are then applied to the 

transmitter which is mth-order LTI dynamical system containing m state variables, p 

inputs and q outputs, represented as ℛ = [A B C D] in Kailath (1980); where A∈

𝑅௠ൈ௠, B∈ 𝑅௠ൈ௣, C∈ 𝑅௤ൈ௠ and D ∈ 𝑅௣ൈ௤ . In the proposed RCS, we have chosen the 

representation A = ቂ 0.98 െ0.01
െ0.01    0.98

ቃ, Bൌ ቂെ0.06
   2.19

ቃ, C = ሾ0 െ0.16ሿ, and D = ሾെ0.33ሿ 

which yielded the best BER performance for the intended receiver among the many 

arbitrary selected system representations ℛs and their corresponding inverse systems. 

As it is proven in Grigoriu (1995) that the output of  ℛ = [A B C D] to an α-stable input 

is also α-stable, i.e. the input E୘୍ ~ Sα (𝛽்ூ, ɤ்ூ, μ) results in the output Y୘୓ ~ Sα 

(𝛽்ை,ɤ்ை, μ); where E୘୍ and Y୘୓ represent the input and output of the transmitter ℛ, 

respectively. However, the fact that 𝛽்ூ ് 𝛽்ை, as proven in Grigoriu (1995), assures 

that the binary messages encoded by the skewness parameter of the input could not be 

truly estimated by an eavesdropper even if he is perfectly synchronized with the 

transmitter and knows the pulse length as well.   

The arbitrary binary message stream consisting of five binary information bits 

with the corresponding generated α-stable noise sequence E୘୍ consisting of 

 𝐸்ூଵ,  𝐸்ூଶ,...,  𝐸்ூହ and the transmitted α-stable noise sequence Y୘୓ are shown in 

Figure 5.17; where α = 1.5, 𝛽்ூ = 1, ɤ்ூ = 1 and μ = 0 are used to generate E୘୍. 
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Figure 5.17. Binary messages by Alice (Upper), generated and transmitted  

                    noise sequences by Alice in time domain (Lower); Tୠ=1, N =  

                    1000, TୠN=1×103 

 

 

5.5.2.2. Corresponding Inverse Systems based Receiver 

 

 

Bob and Willie: The α-stable noise sequence at the input of the receiver is  Eୖ୍ = 

 Y୘୓ + G, which is accessible to Bob and also to Willie; where the additive white 

gaussian noise in the channel is G ~ Sఈಸୀଶ(𝛽=0, ɤீ=1, μ=0). Since, Bob is aware of the 

transmitter ‘ℛ’ he can design his receiver as the inverse system of ℛ as given in Kailath 

(1980), i.e. ℛூ = [A െ BDିଵC   BDିଵ   െDିଵC    Dିଵ]. By applying the received 

sequence  Eୖ୍ to his receiver ℛூ, Bob can estimate the skewness parameter 𝛽መ்ூ from his 

output Yୖ୓ by subdividing the received data {𝑦ோைభ , 𝑦ோைమ, .... , 𝑦ோைಿ} holding a single 

binary message bit, consisting of 𝑁 samples during the pulse length 𝑇௕𝑁, into L=25 

non-overlapping segments of length K=40 (i.e. 𝐾 ൌ 𝑁/𝐿). The logarithms of the 

maximum and minimum samples from each segment l =1,2, .... , L from total L 

segments are calculated and represented below by 𝑌௟ି௠௔௫  and 𝑌௟ି௠௜௡ as 
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                           𝑌௟ି௠௔௫  ൌ 𝑙𝑜𝑔 ሼ𝑚𝑎𝑥൫𝑦ோை௟௄ି௄ା௜ห 𝑖 ∈ 1,2, … , 𝐾ሻሽ                 (86) 

  

                                           𝑌௟ି௠௜௡  ൌ 𝑙𝑜𝑔 ሼെ𝑚𝑖𝑛൫𝑦ோை௟௄ି௄ା௜ห 𝑖 ∈ 1,2, … , 𝐾ሻሽ                 (87)      

 

The means, i.e. 𝑌௠௔௫ & 𝑌௠௜௡, and corresponding variances, i.e. 𝑠௠௔௫
ଶ  & 𝑠௠௜௡

ଶ , of 

the received data are then computed which is followed by an estimate for 𝛽்ூ, i.e. 𝛽መ்ூ, 

to decode a single binary message bit as ‘0’ (‘1’) if 𝛽መ்ூ ൏ 0 (𝛽መ்ூ ൒ 0). 

 

                 𝑌௠௔௫  = 
ଵ

௅
 ∑ 𝑌௟ି௠௔௫

௅
௟ୀଵ   ;   𝑠௠௔௫

ଶ ൌ  ଵ

௅ିଵ
 ∑ ሺ𝑌௟ି௠௔௫ െ 𝑌୫ୟ୶ሻଶ௅

௟ୀଵ                         (88) 

 

                          

                                           𝑌௠௜௡  = 
ଵ

௅
 ∑ 𝑌௟ି௠௜௡

௅
௟ୀଵ     ;   𝑠௠௜௡

ଶ ൌ  ଵ

௅ିଵ
 ∑ ሺ𝑌௟ି௠௜௡ െ 𝑌୫୧୬ሻଶ௅

௟ୀଵ                           (89) 

 

                  

                            𝛽መ்ூ ൌ 1 െ ଶ

ୣ୶୮ ሺఈෝሺௌ೘ೌೣିௌౣ౟౤ሻሻ
   where   𝛼ො ൌ  గ

ଶ√଺
ሺ ଵ

௒೘ೌೣ
൅ ଵ

௒೘೔೙
ሻ             (90) 

 

   

 Even though there is not any method, algorithm or attack to crack the hidden 

pulse length, i.e. 𝑇௕𝑁, of  Eୖ୍ or  Yୖ୓ but, considering the worst case scenario, we have 

assumed that both Bob and Willie know 𝑇௕ and 𝑁. Therefore, Willie could also utilise 

the same MEVM based estimator, explained above in (1-5), to retrieve the binary 

message stream by estimating 𝛽መ்ூ but from the data {𝑒ோூభ ,𝑒ோூమ,..., 𝑒ோூಿ} of the received 

signal  Eୖ୍ while Bob is estimating from Yୖ୓. The received noise sequences  Eୖ୍ 

and Yୖ୓, respectively, utilized by Bob and Willie with their retrieved binary message 

streams and the corresponding estimated skewness parameters, have been shown in 

Figure 5.18. 

 

 

5.5.3. BER Performance Evaluation  

 

 

It has been shown in Figure 5.18, that the transmitted binary message stream is 
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irretrievable from the 𝛽መ்ூ estimated by an eavesdropper. However, in order to 

accurately evaluate the proposed RCS, the BER performances of Bob and Willie have 

also been computed against the channel MSNR; where  MSNRௗ஻ ൌ 10 log
ɤ೅಺

ɤಸ
 in 

Kuruoğlu (2001). 

 

 

 

 

Figure 5.18. Received signals from AWGN Channel in time domain  

                    (Upper),estimated skewness parameters and retrieved binary  

                     messages by Bob and Willie (Lower); Tୠ=1, N = 1000,  

                     TୠN=1×103     

 

 

According to the BER performances of Bob and Willie, for the chosen L and K, 

one can conclude that the intended receiver will always outperform an eavesdropper by 

a large BER margin, for the same value of the impulsiveness parameter ‘α’ utilized by 

Alice. The BER performance degrades for higher values of α while it gets closer to that 

of the Gaussian noise, i.e. 𝛼ீ ൌ 2, present in the channel and vice versa. Moreover, as 

shown in Figure 5.19, much more efficient performance is expected when the greater 

values of L are utilized. 
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Figure 5.19. BER vs. MSNR (dB) performances of Bob and Willie for the  

                    different characteristic exponents utilized by Alice; number of    

                    transmitted bits=1000 

 

 

5.5.4. Covertness Analysis  

 

 

In comparison to the covertness analysis of the optimized model of RCS in 

Figure 5.4, the performance of an eavesdropper has decreased drastically if the newly 

proposed inverse system based RCS is used by the transmitter and the intended receiver 

which can be seen in Figure 5.20.  In contrast to the BER performance of an 

eavesdropper for optimized model of RCS in Figure 5.4, the eavesdropper is not even 

able to achieve the BER of 10-1 in the inverse system based RCS. 

Additionally, the covertness value Cv for the newly proposed inverse system 

based RCS, as shown in Figure 5.2, has increased significantly in contrast to the Cv for 

optimized model of RCS, as shown in Figure 5.5, which shows the usefulness and 

benefit of adopting inverse system approach for RCSs. 
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Figure 5.19. Performance of an eavesdropper Willie 

 

 

 

 

Figure 5.20. Covertness of Alice and Bob’s SkαS-NSK based RCS 

 

 

Conclusive Remarks: 

The covertness of the previously proposed RCSs has been built solely on the 

hidden pulse length which is required for the decoding process, however, the inverse 

system approach presents the new RCS where the transmitter is a LTI dynamical 

system driven by α-stable noise which acts as a random carrier and the output of the 

inverse system of the transmitter is the input to the MEVM estimator for the intended 

receiver. According to the BER results of Bob and Willie, the intended receiver 
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achieves better performance compare to the previous RCSs and the security complexity 

has been increased due to the utilization of the inverse system. 
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CHAPTER 6  

 

 

CONCLUSION AND FUTURE WORK 

 

  

6.1. Conclusion 

 

 

This thesis presented the research work done to enhance the physical layer 

security in transmission by employing the unconventional communication systems. For 

this purpose, firstly, the literature review of the existing conventional communication 

systems, i.e. spread spectrum communication systems, and unconventional 

communication systems, i.e. chaotic communication systems, has been carried out 

which is followed by a brief revision of all the potential security issues and concerns 

that has been raised previously by the researchers conducting studies on these systems, 

hence, the authors established the need for an alternate way of communication to 

achieve the desired level of security at the physical layer. For these reasons, this thesis 

has proposed α-stable noise carrier based random communication systems as a potential 

candidate to achieve the required purpose.  

The research in this thesis was based on three objectives i) decreasing the 

computational complexity of RCSs while enhancing the BER performance by 

introducing better receiver designs and introducing method to establish synchronization 

in RCSs; ii) proposing criterion for evaluation and quantification of the security and 

covertness of RCSs and practically testing the security of RCSs in real-time from the 

perspective of an eavesdropper by introducing any attack for RCSs, consequently, the 

counter measure guidelines to improve the security from the potential attack should also 

be suggested; iii) adopting inverse system approach to introduce an α-stable noise 

driven linear time invariant system based transmitter and its corresponding inverse 

system based receiver to overcome the security deficiencies highlighted after achieving 

the previous objectives. 

The significance of security in wireless communication systems has been stated 

at the beginning of the Chapter 1 which is followed by an overview on how the concept 
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of enhancing physical layer security has been evolved from spread spectrum and 

chaotic communications to α-stable noise based random communication systems. The 

detailed introduction of α-stable distribution and the related properties has also been 

included in this chapter. The chapter 2 is divided in to two parts i) conventional 

communication systems; ii) Unconventional communication systems, where spread 

spectrum communications and chaotic communications has been covered in detail 

which also provides the security analysis of these systems. As a result, significant 

security deficiencies have been found in both spread spectrum and chaotic 

communication systems, therefore, we have proposed to utilize random communication 

systems as an alternate way to enhance physical layer security.  

Therefore, in Chapter 3, the origin, significance and benefits of random 

communication systems has been discussed in the initial sections which is followed by 

the literature review of all the previous investigations related to α-stable noise carrier 

based random communication systems. Different receiver designs based on different 

estimators and their corresponding deficiencies has been pointed out which has clearly 

helped in proposing optimized models for α-stable noise carrier based RCS in order to 

achieve the first objective in Chapter 4.  

In Chapter 4, keeping in mind the previously introduced α-stable noise based 

random communication systems; new receiver design based on MEVM estimator has 

been proposed which has clearly outperformed its previous counterparts. The proposed 

MEVM estimator based receiver has enhanced the BER performance with decreased 

computational complexity. Moreover, the proposed receiver has also been extended to 

establish synchronization for the first time in RCSs by exploiting the concept of pilot 

assisted synchronization where the general behavior of fractional lower-order 

covariance in AWGN channel has been analyzed and exploited for the required 

purpose.  

In Chapter 5, the first security performance tradeoff characteristics of RCSs 

have been presented to analyze the security of RCSs with respect to their achieved BER 

performances. Similarly, measure of covertness has also been introduced to quantify the 

covertness of RCSs. Both introduced criteria can now be used to compare RCSs which 

could not be done before. Moreover, it has been found that the proposed optimized 

model of RCS has performed extremely well on the developed security scale. Similarly, 

the blind identification attack, introduced in this chapter, would help in discovering the 

underlying vulnerabilities of different RCSs where the advised covertness range would 
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help in further enhancing the physical layer security of  α-stable noise based random 

communication systems. However, the proposed RCS based on α-stable noise driven 

inverse systems is assumed to be invulnerable to the blind identification attack as it has 

outperformed the previously proposed optimized model RCS and it can be considered 

as the most secure version of α-stable noise carrier based RCS. 

 

 

6.2. Future Work 

 

 

A lot of research work related to α-stable noise based random communication 

systems has been documented in this thesis but still there is always some space for 

improvement and up-gradation. Therefore, the derived possible future research 

directions from the work presented in this thesis have been given as follows:   

Regarding the potential future research pathways related to the first objective, 

firstly, the efforts to enhance the BER performance of RCSs would never come to an 

end and attempts to introduce more better receivers, outperforming the previous one, 

would continue to be seen in future as well. For this purpose, different estimators could 

be developed or utilized which will further upgrade the BER performance of RCSs. 

Secondly, since there is no clear mechanism to quantify or measure the complexity of 

the utilized estimators in designing the receiver for α-stable noise based RCSs and the 

complexity of RCSs is being judged by the quantity of equations required to obtain the 

modulated parameter of α-stable noise at the receiver end, therefore, some accurate and 

mathematical criterion is needed for this purpose so that RCSs can be clearly compared 

on the basis of computational complexity. Thirdly, instead of utilizing estimators, any 

other approach to demodulate the modulated parameter of α-stable noise could also be 

seen. 

Similarly, related to the second objective, more criteria capable of measuring the 

security of RCSs should be introduced. Similarly, the security of the discussed α-stable 

noise based RCSs should also measured in different channels as well. However, 

existing criteria, e.g. secrecy capacity and outage probability, to measure the security of 

conventional communication systems should be applied to analyze the security of α-

stable noise based RCSs if does not contradict with the principles of α-stable noise, 

otherwise, the reason for implacability would also be an interesting concept. Moreover, 
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instead of the proposed fractional lower order covariance matrix based attack, some 

other mechanism could also be utilized to propose more real-time attacks to discover 

the vulnerabilities of RCSs.  

Finally, some interesting future research related to the third objective can also 

be done which includes i) utilizing higher-order inverse systems in RCS based on α-

stable noise driven inverse systems and analyzing its effects on BER and security of the 

proposed system; ii) utilizing multiple LTI system in the design of RCS based on α-

stable noise driven inverse system would be a vital attempt to increase the complexity 

of RCSs which could eventually result in enhanced covertness. Apart from achieving 

enhanced physical layer security from RCSs, its applicability can also be tested in 

future vehicular, molecular and electromagnetic nano-scale communications as well; 

the results could help in improvement of these fields which are currently at their 

infancy. Since, this field is new and not many researchers are working in this field, 

therefore, it has more room for improvement which will be seen in near future.  
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